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TNGATE™

1 OOmas apxXuTeKTypa pemeHus

fIXGATE — nporpaMMHoe pelleHve ais 6anaHCUPOBKW Harpy3Kku U ynpaB/ieHNs CeTEBbIM TPapUKOM,
BK/ItOUatoLLLee BanaHCMPOBKY Ha YPOBHSX L4-L7, MapLipyTr3aumio 1 pelueHuns 3agay obecneveHus
OTKa30yCTONYMBOCTH.

ApxutextypHo pemenne flIXGATE cocTtout u3 1ByX ClloeB

o Data Plane - cioii 06paboTtku Tpaduka

o Control Plane - coit ynpasnenus y3namu o0paboTKu Tpaduka

1.1 Cxema pemieHus

Control Plane

Configuration

Traffic Traffic

Clients / :{> Data Plane :,\> Backends /
Downstreams Upstreams

1.2 ®OYHKIUOHAJIBLHOCTH

1.2.1 Control Plane

ObecnieunBaeT LEHTPAIM30BAHHOE YIIPaBJIeHNE KOHPUTypalnen y3ioB o0paboTku Tpaduka.
OcHOBHBIE QYHKIINU:

e VYmnpasiaenne koHpurypaumeii: npenocrasienue REST API qist co3nanus, u3MeHeHus U
yaaieHusi KOHQUTYPAIMOHHBIX 00BEKTOB (Y3JIbI, CIYIIATEH, KJIaCTePhl, MApIIPYTHI,
CEKPETHI)

e JlocraBka KOH(MIrypaumu: pacnpocTpaHeHHEe U3MEHEHUI KoHpurypauuu 1o y3i1os Data
Plane B pexume peaabHOro BpeMeHH

e XpaHeHHEe COCTOSIHUS: LIEHTPAIM30BAHHOE XpaHEHUE KOHPUTYPAIIMOHHBIX JaHHBIX B
pacIpeneeHHOM XPaHUIIUIIE

e  MOHUTOPHHT U3MEHEHU: OTCIIS)KNBaHUE N3MECHEHHI B XpaHHUJIUINE H aBTOMATHYECKas
CHUHXPOHH3AIM ¢ y37IamMHu 00paboTku Tpaduka

e YnpasieHue y3JaMH: KOHTPOJIb )KU3HEHHOTO 1IMKJIa Y3JI0B, OJIOKUPOBKAa KOH(PUTyparuu
Juis 6€30M1aCHOr0 OOHOBJICHUS
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TP GATE

1.2.2 Data Plane

OtBeuaet 3a 00pabOTKy ceTeBOTo Tpaduka Ha OCHOBE KOH(Durypanuwu, noxydeHHoi ot Control Plane.
OcHOBHBIC (YHKIIUU:

o (O0paboTka Tpaduka: npueM, MapIIpyTU3aLUs U OaTaHCUPOBKA BXOJISIIETO CETEBOTO
Tpaduka

e JIluHamMu4YecKasi KOH(PUTYpaHs: TIOTyUYCHUE U IPUMEHEHHE OOHOBJICHHIA
koH(purypamuu ot Control Plane 6e3 mepe3zamycka

o bBanancupoBka Harpy3kM: pacrnpezeseHue 3apocoB MeXAy Od9KeHI-cepBepaMu ¢
UCIIOJIb30BAHUEM Pa3IMYHbIX anroputMoB (round-robin, least-request u mp.)

o MapupyTu3anus: onpeaeaeHue MyTei mpoxoxaeHus Tpaduka Ha OCHOBE TPaBUII
MapuIpyTU3aluu

e  @Duabrpanus Tpaduka: npumeHenue cereBbix 1 HTTP punsTpos mis obpadbotku,
MoAU(UKAIIMU ¥ KOHTPOJIS Tpaduka

e Obecneuenne de3onacHocTu: nojaepxka TLS/SSL repmunanuu, yrnpasieHue
cepTuduKaTaMu U CEKpeTaMu

. MOHI/ITOI)I/IHF H Haﬁ.mouaeMocn,: C60p MCTPHUK, JIOTOB JOCTYIIAa U CTATUCTHKU
IMPOU3BOAUTCIIBHOCTHU

e YnpapieHue MapuIpyTH3alHeii: oepKKa MpoTokoioB Mapiipytuzanuu BGP, OSPF,
VRRP, nuHamnyeckoe n3MEHEHNE MAPLIPYTOB
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2 Control Plane

[Toacucrema ympasnenus y3iaamu 00paboTku Tpaduka
2.1 KoMnoHeHTBI

REST

Control plane

REST

User

GRPC

2.1.1 API Controller

Peamusyer nnTedeiic ynpasnenust koHpuryparueii y3inos Data Plane mo mporokxomy REST.

[To3BossieT yrpaBisiTh OCHOBHBIMHE CyITHOCTSIME KoH(puryparuu Data Plane: node, endpoint, clusters,
listeners u T.11.

2.1.2 Discovery Service

ObecneunBaeT pacrpocTpaHeHHe n3MeHeHH KoH(urypanuu 10 y3i10B Data Plane B pexxume
peanbHOrO Bpemenu 1o nporokoiny GRPC.

2.1.3 Storage

ObecneunBaeT LEHTPATM30BaHHOE XpaHEHNE KOH(UTYPAalMOHHOW HH(POPMALIUK.

MoskeT ObITh pa3BEPHYTO B BUJE PACIPEICICHHOTO XPaHUIHIIA.

214 CLI

ObecneunBaeT BO3MOKHOCTh MHTEPAKTUBHOTO YIPABJICHUS y3JaMH YIIpaBJIeHUs 1 00paboTKH
Tpaduxka.
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3 Data Plane

[Toncucrema 06paboOTKH U yripaBiieHUs TpaQUKOM
3.1 Kommnonenrasi cxema
CocTouT 13 ABYX OCHOBHBIX MOJICHCTEM:

o Traffic proxy: cucrema o6padoTku Tpaduka

o Network routing: cucrema yrpaBJieHuUs CETEBOI MapLIpyTH3aALUEH

(5]

Network routing

3.1.1 Traffic Proxy

Peanuzyet noruky 06paboTku Tpadyka B COOTBETCTBHH C 3aJaHHOM KOH(PUTYpaIUeH.

IMpenocrasnseT GyHKIMU 00pabOTKH M MapIIPyTU3AINK TpaduKa, cOopa METPHK, TMHAMUYIECKOTO
KOH(DHUTYpUPOBAHUS, )KYPHAITUPOBAHUS U 0€30TaCHOCTH.

3.1.1.1 Traffic Processor

Peanusyer ¢pyHkiuo o6paboTKu U GUIBTPALNHU TOCTYIAIOIIUX 3aIIPOCOB/TIAKETOB.
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3.1.1.2 Service Discovery

Peanusyer unrtepdetic B3aumoneiicteus ¢ Control Plane myst momydenust aktyanbHON HHDOpMAIUU 0
KOH(purypamum.

3.1.1.3 Logging
Peanusyer GyHKIIMOHA )KypHAIMPOBAHUS: aCCESS-JIOTH, TPACCUPOBKA.
3.1.1.4 Security

Peanmusyer ¢pynkuuu 6e3omacHoctu: padora ¢ TLS/SSL, ayrenTudukaius/apropusamus, XxpaHeHUE U
UCTIOJIb30BaHUE YYBCTBUTEIILHOW HHPOPMALINH.

3.1.1.5 Metrics

Peanuzyet cO0p BHYTpEHHUX METPUK C IIEJIbIO UX JaJbHEUIIEH TIepeiaun 4Yepe3 CUCTEMY
monutopuara (Prometheus)

3.1.1.6 Request Routing
Peanuzyer npaBuia u AeicTBUs I1sl MapIIPyTU3AIMK ITpoxosiiero yepe3 Data Plane 3ampoca.

3.1.2 Network routing

Peanusyer noruky n3MeHeHHs MapUIpyTU3alluH Ha y3Jie 00paboTKH Tpaduka.
3.1.21 BGP/OSPF/VRRP routing

[Ipenocrasnsier pynkimuu padboTsl ¢ mpoTokosiamu Mapiipytuszanuu BGP/OSPF/VRRP.
3.1.2.2 Upstream Tracker

Peanusyer noruky npoBepku W3MEHEHHs MapUIPyTU3aLUHU B 3aBUCUMOCTH OT COCTOSTHHSI CEPBEPOB, Ha
KOTOpbIe OalaHCUpYeTCs TpaduK.
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4 YcTaHOBKA

fIxGATE nocrasnsercs kak BuptTyanbHoe ycrpoiicto (Virtual Appliance).

4.1 @ BapuaHTBI HIOCTABKH

Bo3MoxHEI CIICAYIOIME BapuaHThbl YCTAHOBKH:

1. OVA (Open Virtual Appliance VMWare) nis VMware, VirtualBox;
2. gcow2 (QEMU Copy-On-Write v2) nns Linux-cpen.
4.2 W Onepaunonnbie cucTeMbl

O6pa3bl MOTI'YT IIOCTABJIATBHCA HaA baze CICAYIOINUX OIICPAIIMOHHBIX CUCTEM:

e Ubuntu 24.04

4.3 Pa3BeprtbiBanue oopaza OVA

4.3.1 IIpenBapuresibHbIe TPEOOBAHUS

s pa3sepTsiBanus oOpa3za OVA HeoOxoanma cuctema BUpTyanu3anuu, Hanpumep VMware ESXi He
HUXE 7 BEpCUM.

4.3.2 @ Amnopt OVA obpasa

Uepes BeO-unTepdeiric VMware ESXi, BBITOIHATE CIIETYIONINE JCHCTBYS:

(1] Nogrntouerme Kk ESXi

Boiigute B Be6-unTepdeiic VMware ESXi uepe3 Opaysep.

@ 3anyck mactepa nmnopTa

B konTekcTHOM MeHIO cepBepa BeioepuTe Deploy OVF template.

(3] UmnopT o6paza

CrenyiiTe yka3aHusiM MacTepa, 4ToObl HauaTh UMIIOPT oOpaza OVA.

(4] CospaHue BUPTYanbHOM MalLMHBI

B PE3YIbTATC HA CEPBCPEC MOABUTCA HOBAA BUPTYaJIbHAA MallIMHA.

(5] Hacrpoiika cetesoro aganetpa VM

VY6enureck, 4TO B BUPTYaJIbHOM MalIuHe 100aBieH XOTs Obl OJMH ceTeBOil MHTepdeEiiC.

@ 3anyck cuctemel

3aHy0TI/ITC CO3IaHHYIO BUPTYAJIbHYIO MAIlIUHY.
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HacTpoliika cetn cuctembl

BrinosHuTe HACTPOIKY CETHU B 3aMyIICHHON CUCTEME.

4.4 Pa3BepTbiBaHHe 00pa3a cow?2

441 IIpeaBapure/ibHble TPeOOBAHUSA

Jns pa3BepThiBaHus 00pa3a qcow2 HeoOxoIMMa CHUCTeMa BUPTYalu3aluy, Harpumep gemu. Takxke
JTOJI’KHBI OBITh YCTAHOBJICHBI CIETYIOIINE YTHIIUTHL:

o libvirt
e (emu
e Virsh

e Virt-instsall

e Virt-viewer

442 @ Ycranoska o6pasa

BemonauTe B koHcomm Host OS
sudo mv flxgate-x86_64.qcow2 /var/lib/libvirt/images/
E] Co3gaHue BUPTYaibHON MalLMHBbI

Bemmonaure B koHcoimm Host OS

sudo virt-install --name flxgatel --ram 2048 --disk /var/lib/libvirt/images/flxgate-
x86_64.qcow2 --os-variant generic --import

@ HacTpoiKa cetu cuctemsl

BrInonHuTe HACTPONKY CETH B 3aIlylIEHHON CUCTEME.
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5 YnpasiieHue

5.1 Command Line Interface (CLI)

Yepes unTepdeiic KoMaHIHOM CTPOKU BBl MOXKeTe ynpaBisiTh HacTpolikamu fIXGATE.

5.2 & 3amyck CLI

Jns 3anmycka natepderica komanaHor ctpoku (CLI), BEINOJHUTE CASAYIOIMINE TSHCTBHS:

(1) Hoaxmouenne x cepsepy
[onkmounrecs k SSH-cepsepy fIXGATE:

ssh flxgate@flxgate-host

@ ABTOpHM3aNIUs

[Tocie moakIrO4YeHUsT BBEAUTE MAPOJIh (ApOJIb MPEIOCTABISACTCS OTIACIBHO MIPH BhIIa4e
JTUCTpUOYyTHUBA):

flxgate@flxgate-host's password: [BBeauTe nmaposb]

(3) Hauaso paGornr

Ecnu aBTopuzanus npoiuia yeneurHo, otkpoetcs tepmuHain fIxGATE:

flxgate-host#

@ Cnpaska: J{11s momydeHus TOMOIIH HCTIOTb3YHTE KOMAHLY - -help

53 @ YnpapJ/ieHHe HACTPOMKAMM CETH

Yepes unrepdeiic KOMaHAHOM CTPOKU BBl MOXKETE YIPaBIATh HacTpoiikamu cetu y3na fIxGATE.

J{ns ynpaBieHus HCIIOIb3YOTCS:

e YcrpoiicTBO — 3T0 GU3MUYESCKOE WM BUPTYAIIbHOE CeTeBOEe 000pyI0BaHKE, KOTOPOE €CTh
B CHCTEME

e CoennHenne — 370 HaOOp HACTPOEK, KOTOPBIE MOKHO MPUMEHUTH K YCTPOHCTBY. ITO
KOH(UTypalMoOHHBIN NMPODUIIb.

[Tocre 3amycka u aBropu3zanuu B CLI BBeauTe network:

flxgate-host#network

flxgate-host#network>
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5.3.1 Hactpoiika ycTpoiicTB

Haxomsch B MEHIO HACTPOHKH ceTH BBeauTe devices
flxgate-host#network>devices

flxgate-host#network.devices>

5.3.1.1 TlonmyueHue crmcKa yCTPOUCTB

Haxonsich B MEHIO CITHCKA YCTPOMCTB HAXKMHUTE KJIABUIITY TaOyIISIIIUN

flxgate-host#network.devices>
ensl1l60 vlanle0 lo --back --exit --help --clear

BynyT oToOpakeHbl ceTeBble YCTPONCTBA M KOMAH/ bl YIIPaBICHUS

5.3.1.2 TIIpocmotp uHpOpMaLuu 00 yCTPOHCTBE

BBeute HazBaHKe yCTPONCTBA U HAKMHUTE KJIABHIIY BBO/A 3aTeM BBEIUTE KOMaHIy --ShOW

flxgate-host#network.devices>ens160

flxgate-host#network.devices.ens160>--show

{
"device": "ensl1l60",
"type": "ethernet",
"state": "100 (connected)",
"connection": "ensl160",
"hwaddr": "00:50:56:B4:BC:0E",
"speed": "10000 Mb/s"

}

5.3.1.3 OrtxkaroueHue ycTpoicTaa

B meHto ycTpoiicTBa BBeauTe kKomany --disconnect
flxgate-host#network.devices.ens160>--disconnect
flxgate-host#network.devices.ens160>

5.3.1.4 TloxgkiroveHHe yCTPOKWCTBA

B MeHI0 ycTpoiicTBa BBEIUTE KOMaH1y --connect

flxgate-host#network.devices.ens160>--connect

flxgate-host#network.devices.ens160>

5.3.2 HacTtpoiika coequHeHmii

Haxo/sch B MEHIO HACTPOWKH CETH BBeaMTE CONNections
flxgate-host#network>connections
flxgate-host#network.connections>

5.3.2.1 TlomydeHue crMcKa COCTMHEHUI

Haxopsice B MEHIO CIMICKa COEAMHEHUI HAXXMHUTE KIIABUIITY TaOYIISIIUN

flxgate-host#network.connections>
--help --clear vlanlee lo ens160 --create --back --exit

By'I[yT OTO6pa)KCHBI CCTCBLIC NOAKIIFOUCHUSA 1 KOMAH/bI YITPABJICHUA
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5.3.2.2 Co3pganue coeuHEHUS

Haxozsce B MeHIO coeIMHEeHMsI, BBeIUTE KOMaHy --Create ¢ mapameTpamu.

Ipumep 1. Cozoanue coeounenus c DHCP

flxgate-host#network.connections>--create ethernet ethe etho
ipv4.method=auto;ipv6.method=disabled

Creating connection etho...
Connection eth@ created successfully
flxgate-host#network.connections>

Ipumep 2. Coz0anue coedunenus co cmamudeckumu napamempamu ipv4

flxgate-host#network.connections>--create ethernet ethe etho
ipv4.method=manual;ipv4.addresses=192.168.1.100/24;ipv4.gateway=192.168.1.1;ipv4.dns=8.8.8
.8;1ipv6.method=disabled

Creating connection etho...
Connection eth@ created successfully
flxgate-host#network.connections>

Ipumep 3. Cozoanue coedunenusi ¢ VLAN ID 100

flxgate-host#network.connections>--create vlan vlanl00 vlan100
ipv4.method=auto;ipv6.method=disabled;id=100;dev=ens160

Creating connection vlanilee...
Connection v1anl00 created successfully
flxgate-host#network.connections>

5.3.2.3 TIpocmotp uHPOPMAIIH O TIOIKITIOYCHUH
BBeauTe Ha3BaHME COCTUHEHUS U HAKMHUTE KJIABHIIY BBOA. 3aTeM BBEIUTE KOMaHIy --ShOW

flxgate-host#network.connections>ens160
flxgate-host#network.connections.ens160>--show
{
"id": "ensl60",
"type": "802-3-ethernet”,
"interface": "ensl160",
"autoconnect": "yes",
"params": {
"ipv4.addresses": "10.31.72.71/24",
"ipv4.auto-route-ext-gw": "-1",
"ipv4.dad-timeout": "-1",
"ipv4.dhcp-client-id": "",
"ipv4.dhcp-dscp": "",
"ipv4.dhcp-fqdn": "",
"ipv4.dhcp-hostname": "",
"ipv4.dhcp-hostname-flags": "oxe",
"ipv4.dhcp-iaid": "",
"ipv4.dhcp-reject-servers": "",
"ipv4.dhcp-send-hostname": "yes",
"ipv4.dhcp-timeout": "0",
"ipv4.dhcp-vendor-class-identifier": "",
"ipv4.dns": "8.8.8.8",
"ipv4.dns-options": "",
"ipv4.dns-priority": "0",
"ipv4.dns-search": "",
"ipv4.gateway": "10.31.72.1",
"ipv4.ignore-auto-dns": "no",
"ipv4.ignore-auto-routes": "no",
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"ipv4.link-local": "0",
"ipv4.may-fail": "yes",

"ipv4.method": "manual",
"ipv4.never-default": "no",
"ipv4.replace-local-rule": "-1",
"ipv4.required-timeout": "-1",
"ipv4.route-metric": "-1",

"ipv4.route-table": "0",
"ipv4.routes": ""
"ipv4.routing-rules":
}
}

flxgate-host#network.connections.ens160>

5.3.2.4 MH3meHeHue coequHEHUS

Haxosch B MEHIO COEMHEHHUS, KOTOPOE HEOOXOIUMO U3MEHHTD, BBeAUTE KoMauay --modify ¢
napameTpamH.

Ilpumep 1. Bxaouenue agommamuueckozo nonyuenus IPV4 aopeca

flxgate-host#network.connections.ens160>--modify ipv4.method=auto;ipv6.method=disabled

flxgate-host#network.connections>
Ipumep 2. Hacmpouixa cmamuueckux napamempos coeOUHeHus.

flxgate-host#network.connections.ens160>--modify
ipv4.method=manual;ipv4.addresses=192.168.1.100/24;ipv4.gateway=192.168.1.1;ipv4.dns=8.8.8
.8;1ipv6.method=disabled

flxgate-host#network.connections>
5.3.2.5 VYnanenue coenuHeHUs

Haxosch B MEHIO COSTUHEHUS, KOTOPOE HEOOXOAMMO YIaIuTh, BBEUTE KOMaH Ty --delete

flxgate-host#network.connections.ens160>--delete

Connection deleted successfully
flxgate-host#network.connections>

5.3.2.6 OTkIr0YeHNE COCTMHEHUS

Haxo/s¢ch B MEHIO COSTUHEHHS, KOTOPOE HEOOXOAUMO OTKITIOUHTh, BBEIUTE KOMaHIy --dOwWn
flxgate-host#network.connections.ens160>--down

flxgate-host#network.connections>

5.3.2.7 BxkiroueHue coequHEHUS

Haxopsice B MeHI0 coeTuHEHUs, KOTOpOe He0OXOAMMO BKIIOYUTh, BBEIUTE KOMaH Ty --UP

flxgate-host#network.connections.ens160>--up

flxgate-host#network.connections>

@ Cnpaska: J{n1s nomydeHus TOMOIIH HCIIOTb3YHTe KOMAHIY - -help
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5.4 YupasJiienue y3JjiamMmu

HHuTepdetic koMaHIHON CTPOKH MO3BOJISIET YIIPABJIATH y3i1aM o0paboTku Tpaduka (Data Plane nodes).
[Tocne 3amycka u apropusaruu B CLI BBequte nodes:

flxgate-host#nodesd

flxgate-host#nodes>

5.4.1 IlonyyeHue cnucKa y3/10B

HaXOI[SICB B MCHIO y3JI0B, HA)KMHUTC KJIIaBUIIY Ta6y.]'[5H_II/II/IZ

flxgate-host#nodes>
nodel node2 --back --exit --help --clear

By,I[YT 0T06pa)KeHBI AOCTYIIHBIC Y3JIbl U KOMAH/IbI YIIPABJICHHA.

Komanner ynpasieHust umMerot npepukc '--'.

5.4.2 Co3nanme y3aa

I[J'IH CO3aHus HOBOI'O y3JIa BBEAUTC KOMaHAY --Create c YKa3aHHuEM I/I,I[eHTI/I(bI/IKaTopa y3Jia:

flxgate-host#nodes>--create nodel<

Creating node nodel...
Node nodel created successfully
flxgate-host#nodes>

[Tocne co3nanus y31a OH HOABUTCS B CIIUCKE JOCTYIIHBIX Y3JI0B, U Bbl CMOXKETE NIEPEUTHU K €r0
HAaCTpOMKE.

@ Ipumeuanne: MenTndukatop y3ia I0IKeH OBITh YHHKAIEHBIM. IIpH MOMBITKE CO3aTh Y3€I C
YK€ CYIIECTBYIOIUM UAECHTU(DHUKATOPOM OyIeT BO3BpaIllleHa OIHroOKa.

5.4.2.1 OO6paboTka OomUOOK MPH CO3TAHUH Yy3JIa
[Tpu mombITKE CO3/1aTh Y3€Il C YKE CYIIECTBYIONIUM HICHTH(HUKATOPOM:

flxgate-host#nodes>--create nodel<
Creating node nodel...

Error: Node already exists
flxgate-host#nodes>

5.4.3 IIpocmoTtp undopmamuu oo y3Jje

BBG)II/ITG Ha3BaHUC y3J1a U HAKMUTEC KJIaBUIITY BBOJA:

flxgate-host#nodes>nodel

flxgate-host#nodes.nodel>

5.4.4 Ynpasjenue koHurypanuei yszia

Haxopsich B MEHIO KOHKPETHOTO Y3J1a, TOCTYIIHBI CIeTYIOIHe KOMaH Ibl Ul YIIpaBJIeHUs
KOH(UTrypanuei:
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5.4.4.1 Bkio4yeHue pexxuMa KoH(pUrypauun

Jlns Havasa pelakTUPOBAaHUS KOH(PUIYPaL|K y31a HE00X0AUMO BKIIOYHTE PEKUM KOH(PUIYPALMH.
BBeaure komanay --conf_on:

flxgate-host#nodes.nodel>--conf_on¢

Configuration mode enabled successfully
flxgate-host#nodes.nodel>

/\ Bakno: PexuM KoHQUTYpaIuu J0JKEH ObITh BKIFOUEH MEPE]] BHECEHHEM N3MEHEHHH B
KOH(UTYpAIHIO y37a.
5.4.4.2 BeixaoueHne pexxuma KOHGUTyparuu

[Tocne 3aBepuieHus: peFaKTUPOBAHUS KOH(DUTYPALIUHU BBIKIIOUUTE PEXKUM KOH(DUTYpaIuu KOMaHA0H --
conf off:

flxgate-host#nodes.nodel>--conf_offd

Configuration mode disabled successfully
flxgate-host#nodes.nodel>

5.4.4.3 TIlyOnukanusi KOHPUTYpaIun

[Tocne BHeceHMsI U3MEHEHHI B KOH(PHUTYPAILIHUIO U BBIKJIIOUYCHUS peXKUMa KOH(PHUTYpaluu, IPUMEHUTE
usMeHenus K data plane komanoii --conf_publish:

flxgate-host#nodes.nodel>--conf_publish¢

Configuration promoted successfully
flxgate-host#nodes.nodel>

@ Ipumeuanne: ITy6nuKanus KOHGUIypaLMK BO3MOXKHA TOIBKO TIOCIE BEIKIIOUEHHS PEXKHMA
KOH(HUTypaIHH.

545 YVYnaanenue y3aa

Jlns ynaneHus y3ia BBeauTe KoMmaHy --delete:

flxgate-host#nodes.nodel>--deleted

Deleting node nodel...
Node deleted successfully
flxgate-host#nodes>

& Buumanue: Y ganeHue Yy3J1a HEBO3MOXKHO, €CJIN Y3€JI 3a6HOKI/IpOBaH (HaXOI[I/ITCSI B PCIKUMC
KOH(I)I/IpraI_[I/II/I) NJIN UMCCT aKTHUBHBIC 3aBUCUMOCTH.

5.4.6 IIpuMepbl HCNOJIb30BAHUA
5.4.6.1 TIlpumep 1. Co3ganue u HaCTpoOiika HOBOTO y3J1a

# lNepexon B MeHW Yy3J0B
flxgate-host#nodes<

# Co3paHue HOBOro ys3ia
flxgate-host#nodes>--create nodel<
Creating node nodel...

Node nodel created successfully

# Bblbop y3na
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flxgate-host#nodes>nodel¢

# BknwYveHne pexuma KOHGUTypauuu
flxgate-host#nodes.nodel>--conf_ond
Configuration mode enabled successfully

# HacTpoWka knacTepoB M ciywaTenen
flxgate-host#nodes.nodel>clusters<

# ... HacTpoWka KnacTepoB ...
flxgate-host#nodes.nodel.clusters>--back¢

flxgate-host#nodes.nodel>listenersd
# ... HacTpoilka chaywaTteneu
flxgate-host#nodes.nodel.listeners>--back¢

# BblKJIOYEHME pexuma KOHUrypauuu
flxgate-host#nodes.nodel>--conf_off<
Configuration mode disabled successfully

# NMyb6bnvkauma KoHPUrypauum
flxgate-host#nodes.nodel>--conf_publish¢
Configuration promoted successfully

5.4.6.2 Tlpumep 2. O6paboTka omudoK

[Ipu nombITke MyOnuKanuu KoHGUTypanuu 0e3 mpeaBapUTEILHOTO BRIKIIIOYCHUS PEKIMA
KOH(HUTypaIiu:

flxgate-host#nodes.nodel>--conf_publishd

Node is not locked
flxgate-host#nodes.nodel>

HpI/I IIOIIBITKC YAAJICHUSA y3JIa, KOTOpBIfI HaXOoIUuTCA B pCIKUME KOH(l)I/IpraI_II/II/IZ

flxgate-host#nodes.nodel>--deleted
Deleting node nodel...

Error: Cannot delete node nodel - conflict
flxgate-host#nodes.nodel>

[Ipu nomneiTKe BKIIOYEHUS peKMMa KOHPUTYpallUK, KOT/1a OH YK€ BKIIIOUEH:

flxgate-host#nodes.nodel>--conf_ond

Configuration mode is already enabled
flxgate-host#nodes.nodel>

5.5 YupasJienue upstream

WnTepdeiic koMaHAHON CTPOKU MO3BOJISET YIPABIATh upstream KiacTepaMu, 00padaThIBalOIIUMU
Bxojsuue 3anpocsl oT fIXGATE Data Plane.

[Tocne 3anmycka u aBropuzauuu B CLI nepeliiute B MEHIO y3I1a U BBeAuTe UpStream:

flxgate-host#nodes.nodel>upstream¢

flxgate-host#nodes.nodel.upstream>
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5.5.1 IlonydeHue cnucka upstream KjaacTepos

Haxozsce B MeHIo upstream, HaXXKMUTE KJIABUITY TaOyIIALNN:

flxgate-host#nodes.nodel.upstream>
http_8080 web-api https_443 api --create --back --exit --help --clear

BynyT oroOpakeHbl 1OCTYIHBIE Upstream KjiacTepa U KOMaH[Ibl YIIPaBICHHUS.

Komannp! yripaBieHus UMEIOT ipedukc "--'.

/\ Baxno:

Pexxum penaktupoBaHus KOH(DUTYpAIMK TOJDKEH ObITh BKIIFOUEH MIEPEe]] CO3/IaHUEM, YAAICHUEM,
BHECEHUEM M3MEHEHHH B KOH(UTYpaIiio upstream Kiiactepa.

[Tocne BHECEHMS U3MEHEHH HEOOX0IMMO ONyOIMKOBATh U3MEHEHUS B KOH(UTYpAIIHIO.

Komaner ynpasiienust konpuryparueii (--conf_on, --conf_off, --conf_publish) noctymusr kak B
MEHIO CITHCKA upstream KJIACTEPOB, TaK U B MEHIO KOHKPETHOTO upstream Kiacrepa.

5.5.2 Co3nanue upstream kiaacrepa

I[J'IH CO31aHHEC HOBOTI'O upstream KJIacTepa HeO6XOI[I/IMO NIEPCBCCTH Y3CJI O6pa6OTKI/I JaHHBIX B PCXKUM
pPEaAAKTUPOBAHMA.

Jlnst co3anusi HOBOTO upstream KiiacTepa BBEAMTE KOMaH[y --Create ¢ ykasaHuem mpoTOKoJIa, IopTa
U UMEHHU CepBHUcCa:

flxgate-host#nodes.nodel.upstream>--create http 8080 web-apid

Creating cluster http_ 8080 web-api...
Cluster http_8080 web-api created successfully
flxgate-host#nodes.nodel.upstream>

5.5.2.1 Tlapamerpsl co3aaHus upstream Kiacrepa

Komanpa --create npuHuMaeT cieayroume napameTpsbl:

e protocol — mporokoi: https, http, tcp, udp, grpc
e port— HoMep nopra

e Service — ums cepBuca
Nmst upstream kiactepa ¢popMupyetcst aBromaTudecku B popmare: {protocol} {port} {service}

5.5.2.2 TIpumepsl co3ganus upstream Kiactepa
Ilpumep 1. Cozoanue HTTP upstream xnacmepa:

flxgate-host#nodes.nodel.upstream>--create http 8080 web-apid

Creating cluster http_8080 web-api...
Cluster http_8080_web-api created successfully
flxgate-host#nodes.nodel.upstream>

Ipumep 2. Cozoanue HTTPS upstream knacmepa:

flxgate-host#nodes.nodel.upstream>--create https 443 api<

Creating cluster https_443 api...
Cluster https_443 api created successfully
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flxgate-host#nodes.nodel.upstream>
5.5.2.3 O06paboTka omuOOK MPH CO3JAaHUH upstream Kiactepa

[Ipu nomneiTKe co3aaTh upstream KiacTepa ¢ yXKe CyIIECTBYIOLUIUM UMEHEM:

flxgate-host#nodes.nodel.upstream>--create http 8080 web-api¢

Creating cluster http_ 8080 web-api...
Error: Cluster http_ 8080 web-api already exists
flxgate-host#nodes.nodel.upstream>

[Tpu yka3aHuM HEBEPHBIX ITAPaAMETPOB!

flxgate-host#nodes.nodel.upstream>--create http¢

Usage: --create <protocol> <port> <service>
protocol: https|http|tcp|udp]|grpc
port: port number
service: service name
Example: --create http 8080 web-api
flxgate-host#nodes.nodel.upstream>

5.5.3 IIpocmoTtp undopmanuu o6 upstream Kjaacrepa

Beenurte HazBaHue upstream KjaacTepa U HAKMHUTE KJIaBUITY BBOAA!
flxgate-host#nodes.nodel.upstream>http_8080 web-api¢
flxgate-host#nodes.nodel.upstream.http 8080 web-api>

5.5.3.1 TIpocmotp moiaHON KOHGUTYpAIMK Upstream Kiacrepa

Jliis mpocMoTpa 1mosiHOM KoHUrypanuu upstream kinacrepa B popmare JSON ucnosnb3yiite KoMaHay -
-show:

flxgate-host#nodes.nodel.upstream.http 8080 web-api>--show¢

{
"name": "http_8080_web-api",
"type": "STATIC",
"1b_policy": "LEAST_REQUEST",
"connect_timeout": "5s",
"load_assignment": {
"cluster_name": "http_8080 web-api",
"endpoints": []
}
}

flxgate-host#nodes.nodel.upstream.http_8080 web-api>

5.5.4 Hacrtpoiika aTpudyToB upstream kjaacrepa

Haxonsce B MEHIO KOHKPETHOTO upstream KJiacTepa, JOCTYIHbI CIEAYIOLUE aTpUOyThI 1Jis
HaCTPOMKHU:

5.5.4.1 TaiimayT noaxirodeHus (connect timeout)
Hactpoiika TaiimayTta 1Jis1 HOBBIX CETEBBIX MOAKIIOUECHHUI K XOCTaM B KJIacTepe:

flxgate-host#nodes.nodel.upstream.http_ 8080 web-api>connect_timeout<

current 'connect_timeout' attribute value: 5s
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Beeaute HOBOE 3HaUeHHE B popMaTe JIUTEILHOCTH (Hanpumep, 10s, 500ms) ninu HaxkmuTe Enter s
COXpaHEHUsI TEKYILETO 3HAUYCHUS.

5.5.4.2 Tun obHapy)eHUS CEPBUCOB (type)

HacTtpoiika Tuna o6HapyskeHus: CEpBUCOB I pa3peleHus Kiacrepa:

flxgate-host#nodes.nodel.upstream.http 8080 web-api>type¢

current 'type' attribute value: STATIC
STATIC STRICT_DNS LOGICAL_DNS ORIGINAL_DST

I[OCTYHHble THIIBI.

e STATIC — koH(purypamus SBHO yKa3bIBaeT CETEBOM aJpec KaXkJa0ro upstream xocra
o STRICT_DNS — HemnpepsIlBHOE U aCHHXPOHHOE pa3pelieHne ykazanHsix DNS neneit

e LOGICAL_DNS — noruueckuii DNS kmacrep ucnonb3yeT ToiabKo nepsblii [P aapec,
BO3BpAIlaeMbIil P HEOOXOJMMOCTH UHUIIMHPOBATH HOBOE COSTMHCHUE

e ORIGINAL_DST — 3ampocsI nepeHanpapiIstoTcs Ha upstream XOCThl 0€3 IBHOM
KOH(HUTypaInu XocTa
BriOepute HYKHBII THII, BB/ €T0 Ha3BaHUE.

5.5.4.3 Tlapamerpsl moaKITIOYeHHS (connection_options)

HacTtpoiika napaMeTpoB i upstream Mo JKII0YCHHIA:

flxgate-host#nodes.nodel.upstream.http_8080 web-api>connection_options<

flxgate-host#nodes.nodel.upstream.http_8080 web-api.connection_options>
JlocTynHbI clieAyonne Noa-aTpuOyThI:

o keepalive_probes — makcumansHoe KomuecTBO Keepalive mpob 0e3 oTBeTa mepen

pemI€CHUECM O TOM, UTO COCAUHCHNUEC MEPTBO

o keepalive_time — konnuecTBO CEKyH I, B TCYCHHE KOTOPHIX COCAMHEHUE TOKHO OBITh
[POCTaMBAIOIINM, ITPEXK/IE YeM HAYHYT OTIPaBIATHCS keep-alive mpoObl

o keepalive_interval — xommuectBo cexyna mexay keep-alive mpodamu
Jns i3MeHeHus aTpudyTa BBEIUTE €ro Ha3BaHWE M CIICAYHTE HHCTPYKIIUSIM:

flxgate-host#nodes.nodel.upstream.http_8080 web-api.connection_options>keepalive_probes<

current 'keepalive_probes' attribute value: 9
Beenure HOBOE 3HaUCHUE UM HAKMUTE Enter 11 cOXpaHEeHUs TEKYLIETO.

5.5.5 V¥Yaanenme upstream kJacrepa

s ynaneHus upstream kiiactepa HeoOXOAMMO TEPEBECTH y3e1 00pabOTKH TaHHBIX B PEXKHM
pPEAAKTUPOBAHUS.

s ynaneHus upstream kjactepa BBeauTe komanay --delete:
flxgate-host#nodes.nodel.upstream.http_ 8080 web-api>--deleted
Deleting cluster http_8080 web-api...

Cluster deleted successfully
flxgate-host#nodes.nodel.upstream>

[Tocne ynanenust HEOOXOIUMO OMYOIMKOBATh CEIaHHBIC H3MEHEHUS.

UHdocucTeMbl IKET |y jetsu 27



MlGATE "

/\ Buumanme: YjaneHnue upstream kiacrepa HEBO3MOXKHO, €CIIH y3€eJ1 3a0JI0KMUPOBaH (HAXOAUTCS B
pexxuMe KOH(GUTYpaluK) WIK upstream Kiactepa UMeeT aKTUBHBIE 3aBUCIMOCTH.

5.5.6 J[locTtynHbie koMaHabl B MeHIO cluster

5.5.6.1 Komanabl B MEHIO CIIHCKA upstream

e --Create — cozjgaHue HOBOT'O upstream Kiacrepa

e --back — Bo3Bpar B npeapIAyILEE MEHIO

e --conf_on — BkIItOYEHUE peKUMa KOHPHUTYPALTUH

e --conf_off — BeIKIITOUCHME pexkrMa KOHPHUTypaLHy

o --conf_publish — ny6nukanus kondurypamuu B data plane

5.5.6.2 Komanasl B MEHIO KOHKpeTHOTO cluster

e --sShow — mpocmoTp mosiHO# KoHpuryparuu cluster B popmate JSON
e --delete — ynanenue upstream kiacrepa

e --back — Bo3Bpar B MeHIO criucka upstream

e --conf_on — BKIIIOYEHUE peXKUMa KOHPHUTYPALTUH

e --conf_off — BeIK/IIOUCHHKE peKMMa KOH(DUTYpALIUT

o --conf_publish — ny6nukanus kondurypamuu B data plane

5.6 ¥ VYmpasaenue Circuit Breakers

Circuit breakers 3amumiaroT upstream KJ1acTepsl OT MEPErPy3KH, OrPAaHIYUBAST KOJTHIECTBO
COC/IMHCHUH, 3aIIPOCOB U TIOBTOPHBIX MOMBITOK.

5.6.1 Hoctyn k mento Circuit Breakers

Jlnst ynpaBiienus Circuit breakers mepeiiqure B MeHto UpStream u BBequTe Komanay Circuit_breakers:

flxgate-host#nodes.nodel.upstream.http_8080 web-api>circuit_breakers<

flxgate-host#nodes.nodel.upstream.http_8080 web-api.circuit_breakers>

/\ Baxno:

PG)KI/IM PCAAKTHUPOBAHUSA KOH(I)I/IpraI_II/II/I JOJI’KCH 6BITL BKJIIFOUYCH nepez[ BHCCCHHUECM I/ISMCHCHI/II\/’I B
circuit breakers.

[Tocne BHeceHUs M3MEHEHUI HE0OX0IUMO OINYyOIMKOBAaTh U3MEHEHHS B KOH(DUTypaIuIo.

Komanner ynpasiienus konpuryparueii (--conf_on, --conf_off, --conf_publish) noctymnuer B Mmenro
circuit breakers.

5.6.2 IIpocMoTp KOHpUTypaUHHU
5.6.2.1 TlpocmoTp momHOM KOHpUTYparuu circuit breakers

Jlnis mpocMoTpa mostHoi KoHdurypanuu circuit breakers B popmare JSON ucnons3yiite komanay --
show:
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flxgate-host#nodes.nodel.upstream.http_ 8080 web-api.circuit_breakers>--show¢

{
"thresholds": [
{
"priority": "DEFAULT",
"max_connections": 1024,
"max_pending_requests": 1024,
"max_requests": 1024,
"max_retries": 3
}
]
}

5.6.3 ¥Ymnpasienue Thresholds (moporamm)

Jlsis HacTpoiiku moporos circuit breakers BBeaute komanay thresholds:
flxgate-host#nodes.nodel.upstream.http_8080 web-api.circuit_breakers>thresholds<
flxgate-host#nodes.nodel.upstream.http_ 8080 web-api.circuit_breakers.thresholds>
5.6.3.1 IIpocmotp koupurypanuu thresholds

Jlst npocmoTpa koHburyparmu thresholds ncrnons3yiite komanay --show:

flxgate-host#nodes.nodel.upstream.http 8080 web-api.circuit_breakers.thresholds>--show<

[
{
"priority": "DEFAULT",
"max_connections": 1024,
"max_pending_ requests": 1024,
"max_requests": 1024,
"max_retries": 3
}
]

5.6.4 TIIpuopurersl Thresholds

Cucrema noJIep KuBaeT JiBa ypoBHs npuoputetos s thresholds:

« DEFAULT — noporu no yMoJ4aHuIo AJisi BCEX 3alpocoB

e HIGH — moporu muist 3arrpocoB ¢ BBICOKHM MTPHOPUTETOM
5.6.4.1 Hactpoiika Default Priority
J1y1s HACTPOMKHM TIOPOTOB 10 YMOJMYaHuio BBeanTe komanay default_priority:

flxgate-host#nodes.nodel.upstream.http_8080 web-
api.circuit_breakers.thresholds>default_priority<

flxgate-host#nodes.nodel.upstream.http_8080 web-
api.circuit_breakers.thresholds.default_priority>

5.6.4.1.1 TIIpocmotp xoH(puryparuu Default Priority

flxgate-host#nodes.nodel.upstream.http_ 8080 web-
api.circuit_breakers.thresholds.default_priority>--show<

{
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"priority": "DEFAULT",
"max_connections": 1024,
"max_pending_requests": 1024,
"max_requests": 1024,
"max_retries": 3

}
5.6.4.1.2  Tlapametpsr Default Priority

JlocTynHbl clieyronye napaMeTpsbl:

e Max_connections — MakCUMaJIbHOE KOJUYECTBO COCAMHEHHH K upstream Kiiactepy

e max_pending_requests — MakCHMalIbHOE KOJHYECTBO OXKHIAIOIINX 3aIIPOCOB K
upstream KacTepy

e Max_requests — mMakcHMaJIbHOE KOJMUYECTBO MapaJUIeIbHBIX 3alIPOCOB K upstream
KJ1acTepy

e Max_retries — MakCHMaIbHOE KOJIMYECTBO MapaICIbHBIX TTOBTOPHBIX MOIBITOK K
upstream KJiactepy

HACTPOVKA MAX_CONNECTIONS

flxgate-host#nodes.nodel.upstream.http_8080 web-
api.circuit_breakers.thresholds.default_priority>max_connections<

current 'max_connections' attribute value: 1024
Benure HOBOE 3HaUeHME (IIOJIOKUTENBHOE 1I€JI0€ YUCIIO0) WU HakMuTe Enter 17151 coxpaHneHus

TEKYILETO.
HACTPOVKA MAX_PENDING_REQUESTS

flxgate-host#nodes.nodel.upstream.http_8080 web-
api.circuit_breakers.thresholds.default_priority>max_pending_requests<

current 'max_pending requests' attribute value: 1024
BreauTe HOBOE 3HaUEHHE (ITOJOKUTEIHHOE IIEJIOE YUCITO) UM HaxMuTe Enter uist coxpaneHust

TEKYILETO.
HACTPOVIKA MAX_REQUESTS

flxgate-host#nodes.nodel.upstream.http_8080 web-
api.circuit_breakers.thresholds.default_priority>max_requests<

current 'max_requests' attribute value: 1024
BreauTe HOBOE 3HaUEHHE (MTOJTOKUTEIHHOE IIEJI0€ YUCII0) WIK HaxxMuTe Enter st coxpaneHus

TEKYIIEro.
HACTPOIKA MAX_RETRIES

flxgate-host#nodes.nodel.upstream.http_8080 web-
api.circuit_breakers.thresholds.default_priority>max_retries<

current 'max_retries' attribute value: 3
BBenure HOBOE 3HaUYeHHE (MTOTOKUTEIHHOE IEJI0€ YUCIIO) WM HaxkmuTe Enter st coxpaHeHus

TEKYILETO.
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5.6.4.2 Hacrpoiika High Priority
Jliis HaCTPOMKHU IOPOroB BBICOKOIO IIpHOpUTETa BBeaAnTe KoManay high_priority:

flxgate-host#nodes.nodel.upstream.http_8080 web-
api.circuit_breakers.thresholds>high priority¢

flxgate-host#nodes.nodel.upstream.http_8080 web-
api.circuit_breakers.thresholds.high_priority>
5.6.4.2.1 TIpocmoTtp koupurypamuu High Priority

flxgate-host#nodes.nodel.upstream.http_8080 web-
api.circuit_breakers.thresholds.high_priority>--show¢

{
"priority": "HIGH",
"max_connections": 1024,
"max_pending_requests": 1024,
"max_requests": 1024,
"max_retries": 3

}

5.6.4.2.2 TIlapamerpsr High Priority

[Mapametpsr High Priority nnentuunst napamerpam Default Priority:

. maX_conneCtionS — MAaKCHUMAaJIbHOC KOJINYCCTBO COCI[I/IHeHI/Iﬁ K upstream KJIaCTepy

e max_pending_requests — MakCMMalIbHOE KOJHMYECTBO OXKHJIAIOIINX 3aIIPOCOB K
upstream Kiactepy

e Max_requests — MakCHMaJIbHOE KOJINYECTBO MapALICIBHBIX 3aIIPOCOB K Upstream
KJIacTepy

e Max_retries — MakcUMalIbHOE KOJIMYECTBO MapaIeIbHBIX TTOBTOPHBIX MOIMBITOK K
upstream kiacrepy
Hactpoiika napamerpoB BbinosiHsieTcst aHamornyHo Default Priority.

5.6.4.3 3HavyeHUs O yMOIYAHUIO

HpI/I CO3JaHHUHU HOBOT'O threshold HCIOJIB3YIOTCS CIICAYIOIINEC 3HAYCHUS 110 YMOJIYAHUTO!

e max_connections: 1024

e max_pending_requests: 1024
e max_requests: 1024

e max_retries: 3

5.6.5 JocTynHble KOMaH/bI

5.6.5.1 Kowmannsl B MeHro Circuit_breakers

o thresholds — ynpasnenue noporamu circuit breakers
e --Show — mpocMoTp moJTHO#M KoHpUTypaiuHu circuit breakers B popmate JSON
e --back — Bo3BpaT B MeHIO upstream kiacrepa

e --conf_on — BKIIIOYEHHUE peXKUMa KOHPHUTYPAITUH
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o --conf_off — BeIKiTIOUCHHUE peKIMa KOH(PUTYpaLIUU
e --conf_publish — ny6nukarus kondurypauu B data plane

5.6.5.2 Komanns! B mento thresholds

e default_priority — nHactpoiika moporoB o yMoJI4aHUIO

e high_priority — nHactpoiika moporoB BHICOKOT0 IPUOPHUTETA

e --show — mpocmotp kouburypamuu thresholds B popmare JSSON

e --back — Bo3Bpar B meHro circuit_breakers

e --conf_on — BKIIIOYEHHUE PEXKUMA KOHPHUTYPALTUH

o --conf_off — BrIKiIIOUCHHUE peKIMa KOH(PUTYpALIUU

e --conf_publish — ny6mukarus kondurypauu B data plane
5.6.5.3 Kowmanzsr B menro default_priority / high_priority

e max_connections — HacTpoiika MaKCUMAJIBHOTO KOJIMYECTBA COCAMHEHUI

e max_pending_requests — HacTpoiika MAKCUMAaJIbHOTO KOJHYECTBA OKUIAIOIINX
3a1pocoB

. maX_requeStS — HaCTpOﬁKa MAaKCHUMAJIbHOT'O KOJIMYCCTBA I1apalJICIIbHBIX 3alIpOCOB

e Max_retries — HacTpoOlika MaKCUMAaJIBHOTO KOJIMYECTBA MTAPAJLICIbHBIX TOBTOPHBIX
MOIBITOK

e --show — mpocmotp koubwuryparuu threshold 8 popmare JSON
e --back — BosBpar B meHro0 thresholds

e --conf_on — BKIIIOYEHUE PeXKUMa KOHPHUTYPALTUH

o --conf_off — BrIKTIOUEHHNE pekIMa KOH(PUTYpauu

e --conf_publish — ny6nukanus kondurypamuu B data plane

5.7 B, Ynpasienne Health Checks

Health checks (mpoBepku 310p0oBbsl) O3BOJIAIOT aBTOMAaTHUECKU ONPEEIIATh COCTOSTHUE upstream
XOCTOB M MCKJIIOUATh HEPAOOTAIOIIME XOCTHI U3 OATAHCUPOBKH HArpy3KH.

5.7.1 [Hoctyn k mento Health Checks

Jns ynpasnenus health checks nepeiinnre B MeHo upstream kiiactepa u BBeJUTE
komanay health_checks:

flxgate-host#nodes.nodel.upstream.http_8080 web-api>health_checks<

flxgate-host#nodes.nodel.upstream.http_ 8080 web-api.health_checks>
/\ Baxno:

Pexxum penaktupoBaHus KOH(UTYpAIMH TOJKEH OBITh BKJIFOUEH MEPe]l CO3/IaHreM, YAaeHUEM HIIn
BHeceHuneM n3Menenni B health checks.

[Tocne BHECEHMS UI3MEHEHH HEOOX0IMMO ONyOIMKOBAaTh U3MEHEHUS B KOH(UTYpalHIo.
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Komanne! ynpasiienus konpurypaiueii (--conf_on, --conf_off, --conf_publish) noctymnusr B Mmenio
health checks.

5.7.2 TIIpocMoTp KOH(pUTrypanuu
5.7.2.1 TlpocmoTtp nonHOM KoHpuUTyparuu health checks

s mpocMoTpa monHoi koHurypamuu Beex health checks B popmare JSON ucnons3yiite Komanmy -
-show:

flxgate-host#nodes.nodel.upstream.http_8080 web-api.health_checks>--show<

[

{
"timeout": "1s",
"interval": "5s",
"unhealthy_ threshold": 3,
"healthy_threshold": 2,
"http_health_check": {
"host": "localhost",
"path": "/health",
"method": "GET",
"expected_statuses": [200]
}
}

5.7.3 Co3nanue Health Check

Jnst co3manust HoBoro health check ncnonb3yiite komanmy --add ¢ ykazaHueM TuIa MpOBEPKH:

flxgate-host#nodes.nodel.upstream.http_8080 web-api.health_checks>--add http¢

Health check added successfully to cluster: http_8080 web-api at position 1
5.7.3.1 Tunsr Health Checks

[Honnepxuparores caenyrouue tumsl health checks:

e http — HTTP health check
e tcp — TCP health check
e grpc— gRPC health check

5.7.3.2 Tlapamerpsl komaH/IbI --add

--add <health_check_type>
['ne health_check_type moxer 6bITh: http, tcp wmm grpc.

5.7.3.3 3HaueHus M0 yMOTYAHHUIO

[Tpu co3nanun HoBoro health check ncnonb3yrores crieayronye 3Ha4eHUs 10 YMOTYaHHUIO:

e timeout: 1s (1 cexynmaa)
e interval: 5s (5 cexynn)
e unhealthy threshold: 3
e healthy_threshold: 2
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Jus HTTP health check momonunuTensHo: - host: "localhost™ - path: "/health” - method: "GET"
- expected_statuses: [200]

Jus TCP health check gomonuurensno: - send: "TCP health check request™ - receive: ["TCP health
check response™]

s gRPC health check momonuurensHo: - service_name: "grpc.health.v1l.Health"

5.7.4 VYnpasaenue Health Check

[Tocse co3manus health check B menro mosiBisercs aaement item_N, rae N — mopsaKoBbIi HOMEp
health check:

flxgate-host#nodes.nodel.upstream.http_8080 web-api.health_checks>
item_1 --add --show --back --conf_on --conf_off --conf_publish

s nHacTporiku koHKpeTHOTOo health check BBeguTe ero Homep:
flxgate-host#nodes.nodel.upstream.http_8080 web-api.health_checks>item_1¢
flxgate-host#nodes.nodel.upstream.http 8080 web-api.health_checks[1]>

5.7.4.1 Tlpocmotp korduryparuu Health Check

s npocMoTpa koHpurypaiuu koukpeTaoro health check ucnone3yiite komany --show:

flxgate-host#nodes.nodel.upstream.http_8080 web-api.health_checks[1]>--show¢

{
"timeout": "1s",
"interval": "5s",
"unhealthy_threshold": 3,
"healthy_threshold": 2,
"http_health_check": {
"host": "localhost",
"path": "/health",
"method": "GET",
"expected_statuses”: [200]
}
}

5.7.4.2 VYnanenue Health Check

Jns ynanenus health check ucnons3yiite komany --delete:

flxgate-host#nodes.nodel.upstream.http_8080 web-api.health_checks[1]>--delete¢

Health check deleted successfully from cluster: http_8080_web-api

5.7.5 O6mue napamerpsl Health Check

Bce tunsr health checks nmeror cenyromue obiue mapameTpsl:
5.7.5.1 timeout
Bpems oxxunanus orseta Ha health check:

flxgate-host#nodes.nodel.upstream.http 8080 web-api.health_checks[1]>timeout<

current 'timeout' attribute value: 1s
BBenHTeHOBoe3HaHeHHeB(popMaTeﬂHHTenLHOCTH(HaHpHMep,23,SOOHB)HHHIﬂDKMHTeEhnernHH

COXpPaHCHUA TCKYILCTO.
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5.7.5.2 interval
Wurepsan mexay health checks:

flxgate-host#nodes.nodel.upstream.http_ 8080 web-api.health checks[1]>interval<

current 'interval' attribute value: 5s
Beenute HOBOE 3HaUeHHE B popMare jymmrenbHocTH (Hanpumep, 10S, 1m) wim Haxxmute Enter mst

COXpaHEHHsI TEKYIIETO.
5.7.5.3 unhealthy_threshold
KomunyectBo HeycnenHbix health checks, mociie KoToporo XocT moMeyaeTcst Kak HEe310POBBIN:

flxgate-host#nodes.nodel.upstream.http 8080 web-api.health_checks[1]>unhealthy threshold

current ‘'unhealthy_threshold' attribute value: 3
Beenute HOBOE 3HaUeHHE (ITOJIOKUTEIHHOE IIEJIOE YHCII0) WK HaxxmMuTe Enter muist coxpaHeHust

TEKYIIIETo.
5.7.5.4 healthy_threshold
KommaectBo ycnemnbix health checks, mocne koToporo XocT moMevaercs Kak 37JJ0pOBBIN:

flxgate-host#nodes.nodel.upstream.http 8080 web-api.health checks[1]>healthy threshold

current 'healthy_threshold' attribute value: 2
BBenure HOBOE 3HaUeHME (IIOJIOKUTENBHOE 1IEJI0€ YUCIIO0) WU HakMuTe Enter 17151 coxpaHneHus

TCKYLICTO.

5.7.6 HTTP Health Check

st HTTP health check moctymnHs ciemyromnme qOMOTHATEIHHBIC TTapaMETPHI:
5.7.6.1 host
3navenue 3arosioBka Host B HTTP 3anpoce health check:

flxgate-host#nodes.nodel.upstream.http 8080 web-api.health_checks[1]>host<

current 'host' attribute value: localhost
Beenure HOBOE 3HaUEHUE UM HAXKMUTE Enter 11 cOXpaHEeHUs TEKYLIETO.

5.7.6.2 path
HTTP nyts, koTOpHIH OyzAeT 3ampoiueH Bo Bpems health check:

flxgate-host#nodes.nodel.upstream.http 8080 web-api.health_checks[1]>path<

current 'path' attribute value: /health
Beenurte HOBBIN NyTh WM HAKMUTE Enter 111 COXpaHEeHHs TEKYLIETO.

5.7.6.3 method
HTTP merox ana health check:

flxgate-host#nodes.nodel.upstream.http_8080 web-api.health_checks[1]>method¢
current 'method' attribute value: GET

GET HEAD POST PUT DELETE OPTIONS TRACE PATCH
Hoctynueie meroasl: GET, HEAD, POST, PUT, DELETE, OPTIONS, TRACE, PATCH.
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Bribepure HyXHBII METOJ], BBEJS €T0 Ha3BaHHE.
5.7.6.4 expected_statuses
HTTP craryc-koasl 0TBETa, KOTOPHIE CYATAOTCS YCIICIIHBIMU:

flxgate-host#nodes.nodel.upstream.http 8080 web-api.health_checks[1]>expected_statuses<

current 'expected_statuses' attribute value: [200]
Benure cimcok cratyc-ko0B uepes 3anaTyro (Hanpumep 200,201,204) wnn Haxmure Enter muis
COXPAHEHHUs TEKYILErO.

5.7.6.5 send
Teno 3anpoca g ornpaku (ucnonb3yercs Ayt POST, PUT u apyrux MeTom0B € TEJIOM):

flxgate-host#nodes.nodel.upstream.http 8080 web-api.health_checks[1]>send<

current 'send' attribute value:
Beenure teno 3anpoca win HaxMurte Enter 1 coxpaHeHus TEKYLIETO.

5.7.6.6 receive
O)I(I/I,ZlaeMoe conepxI/IMoe OTBECTA OT cepBepa:

flxgate-host#nodes.nodel.upstream.http_8080 web-api.health_checks[1]>receive¢

current 'receive' attribute value:
Beenure oxxumaemoe conepkumMoe WM Haxxmure Enter 111 coxpaHeHust TEKYIIETO.

5.7.6.7 request_headers_to_add
HTTP 3aronoBku amnst 400aBIeHUS K 3aMpoCy:

flxgate-host#nodes.nodel.upstream.http_8080 web-
api.health_checks[1]>request_headers_to_add¢

flxgate-host#nodes.nodel.upstream.http_8080 web-
api.health_checks[1].request_headers_to_add>

5.7.6.7.1  JloGaBieHue 3arojioBKa

Jns noGaBieHus 3arooBKa UCIONb3ylTe KoMaHay --add:

flxgate-host#nodes.nodel.upstream.http_8080 web-
api.health_checks[1].request_headers_to_add>--add X-MSISDN 9999999999«

5.7.6.7.2  VYmupaieHHE 3ar0JI0BKOM

IIocme I[06aBJ'IeHI/I$[ 3aroJIOBOK IIOABJIACTCA B MCHIO. I[.]'ISI H&CTpOfIKPI 3HA4YCHHUA 3aroJiIoBKa BBCIHUTEC €0
Ha3BaHUC:

flxgate-host#nodes.nodel.upstream.http_ 8080 web-
api.health_checks[1].request_headers_to_add>X-MSISDN¢

flxgate-host#nodes.nodel.upstream.http_8080 web-
api.health_checks[1].request_headers_to_add.X-MSISDN>

Hactpoiika 3HaueHMsI 3ar0JI0BKA

flxgate-host#nodes.nodel.upstream.http_ 8080 web-
api.health _checks[1].request_headers_to_add.X-MSISDN>value¢
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current 'value' attribute value: 9999999999
BBenure HOBOE 3HaUCHKE WM HAXXMUTE Enter 11711 coxpaHeHuUs TEKYIIETo.

V nanenue 3arojioBka

flxgate-host#nodes.nodel.upstream.http_8080 web-
api.health_checks[1].request_headers_to_add.X-MSISDN>--delete<

5.7.6.8 request_headers_to_remove

HTTP 3aronmoBku s yiajaeHus U3 3ampoca:

flxgate-host#nodes.nodel.upstream.http_8080 web-
api.health_checks[1]>request_headers_to_remove<

current 'request_headers_to_remove' attribute value:
BBeauTe ciucok MMEH 3aroJIOBKOB 4epes3 3arsTyto (Hanmpumep, X-Forwarded-For,User-Agent) win
HaxxmuTe Enter g cOXpaHeHHUs TEKYIIEro.

5.7.6.9 response_buffer_size
Pasmep Oydepa orBera B OaiiTax AJsi CONOCTABICHHS COIEPIKUMOTO:

flxgate-host#nodes.nodel.upstream.http 8080 web-api.health checks[1]>response_buffer_sized

current 'response_buffer_size' attribute value: ©
Benure HOBOE 3HaUeHME (IIOJIOKUTENBHOE 1I€JI0€ YUCIIO0) WU HakMuTe Enter 17151 coxpaHneHus

TEKYLLIETO.

5.7.7 TCP Health Check
s TCP health check goctynnsl cneayroniue napameTpsr:

5.7.7.1 send

I[aHHLIe AJI1 OTIIPABKH:

flxgate-host#nodes.nodel.upstream.http 8080 web-api.health_checks[1]>send<

current 'send' attribute value: TCP health check request
Beenure HOBBIE TaHHBIE WM HAXMUTE Enter 11 cCOXpaHEHUs TEKYLIETO.

5.7.7.2 receive
O)I(I/I,Z[aeMLIe JAHHBIC OT cepBepa:

flxgate-host#nodes.nodel.upstream.http_ 8080 web-api.health checks[1]>receive¢
current 'receive' attribute value: TCP health check response

Beenute oxxumaeMple JaHHBIE WIM HaXkmuTe Enter ms COXPAaHCHUA TCKYIICTO.

5.7.8 gRPC Health Check
Hmnst gRPC health check noctynusl cnenyromue mapameTpsl:

5.7.8.1 service_name
Nwms gRPC cepsuca s health check:

flxgate-host#nodes.nodel.upstream.http_8080 web-api.health_checks[1]>service_name<
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current 'service_name' attribute value: grpc.health.vl.Health
BBenute HOBOE MMS cepBHCa WM HaKMUTE Enter st coOXxpaHeHUs TEKYIIEro.

5.7.8.2 authority

3nauenue 3arojoBka authority B gRPC health check 3ampoce:

flxgate-host#nodes.nodel.upstream.http_8080 web-api.health checks[1]>authority<

current 'authority' attribute value:
BBenure HOBOE 3HaUCHKE WM HAXMUTE Enter 11 coxpaHeHUs TEKYIIEro.

5.7.9 ocTynHble KOMaH/bI

5.7.9.1 Kowmanns! B meHro health checks

o item_N — ynpasnenue health check ¢ Homepom N
e --add — co3pnanue HoBOro health check
e --show — mpocmoTp nosiHO# KoHpuryparuu Beex health checks B popmare JSON
o --back — Bo3Bpar B MeHI0 upstream kiacrepa
e --conf_on — BKIIIOYEHUE PeKUMa KOHPHUTYPALTUH
e --conf_off — BeIKIIOUCHKE peKHMa KOHDUTYpALIUT
o --conf_publish — nyonukanus kondurypamuu B data plane
5.7.9.2 Kowmanas B merro health check (item_N)

e timeout — HacTpoiika BpeMEHH OXKHIaHUS OTBETA

e interval — HacTpoiika HHTEpBaa MEXIY MPOBEPKAMHU

e unhealthy_threshold — nactpoiika mopora /st HOMETKH X0CTa Kak HE30pOBOTO
e healthy_threshold — nactpoiika mopora 1 TOMETKH X0CTa KaK 3/J0pPOBOTO

e --show — mpocmotp koHpuryparuu health check B hpopmare JISON

o --delete — ynanenue health check

e --back — BosBpar B menro health_checks

e --conf_on — BkIIOYEHHUE peXKUMa KOHPHUTYPAITUH

e --conf_off — BrIK/IIOUCHHUE peKIMa KOH(DUTYpALIUU

o --conf_publish — ny6nukamus kondurypauuu B data plane

5.79.2.1 Jononuurensusie komauel 1151 HTTP health check

e host — nacrpoiika 3aromnoka Host

e path — nacrpoiika HTTP nytu

e method — Beibop HTTP merona

e expected_statuses — HacTpoiika 0KHIaEMBIX CTATYC-KOJOB
e send — HacTpoiika Tema 3anpoca

e receive — HaCTpOI\/’IKa 0XHNIACMOT'0 COACPKNMOro OTBETA
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e request_headers_to_add — ympasieHue 3aroJioBKaMu Jyist J00aBJICHUS
e request_headers_to_remove — HacTpoiika 3aroJ0OBKOB ISl YaaJICHHs

e response_buffer_size — nactpoiika pa3mepa Oydepa orBera

5.7.9.2.2  JlononuutensHbie koMauabl st TCP health check

e send — HacTpoliKa JaHHBIX JUIS OTHPABKU

e receive — HaAcTpOWKa 0KUIAEMBIX JTAHHBIX

5.7.9.2.3  JlononuutensHbic koMau bl 1yt gRPC health check

e service_name — nactpoiika umeHnu gRPC cepBuca

e authority — nacrpoiika 3arojoBka authority

5.8 @ Ynpasaenue Pools

Pools (mynbr) — 3T0 upstream XocTbl, KOTOpbIe 00padaTHIBAIOT BXOASIINE 3aIPOCKHL. Y IPaBICHUE
pools mo3BossieT J00aBIATh, IPOCMATPUBATh U HACTPAUBATh UpSstream XOCTHI AJIs KacTepa.

5.8.1 Hoctyn k meHio Pools

Jns ynpasneHus pool members nepeiinTe B MEHIO Upstream KiiacTepa U BBEIUTE KOMaHIy POOls:

flxgate-host#nodes.nodel.upstream.http 8080 web-api>pools

flxgate-host#nodes.nodel.upstream.http_8080 web-api.pools>
/\ Bakno:

Pexxum penaktupoBanus KOH(UTYpalMK JOJIKEH ObITh BKJIIOUEH NEPEe]] CO3/1aHueM pools.
[Tocne BHeceHUs M3MEHEHUI HE0OX0IUMO OINYyOIMKOBAaTh U3MEHEHHS B KOH(DUTypaIuIo.

Komane! yripasienus kongurypaimeii (--conf_on, --conf_off, --conf_publish) noctymnusr B MeHro
pools.

5.8.2 IIpocMoTp KOHpHUTYpALIHHA
5.8.2.1 IIpocmoTp nonHO#N KOH(UTYpauu pools

Jlist mpocMoTpa MoNHOM KoH(uUrypaiwn Beex pools B popmare JSON ucnonb3yiite komanmy --Show:

flxgate-host#nodes.nodel.upstream.http 8080 web-api.pools>--show¢

[
{
"pools": [
{
"pool_member": {
"address": {
"address": "192.168.10.1",
"port_value": 443,
"protocol”: "TCP"

}s
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"health_check _config": {
"port_value": 443

}

}s
"load_balancing weight": 1

5.8.3 Co3ganue Pool Member

s coznanust HoBoro pool member ucnonb3yiTe KomaHay --create:

flxgate-host#nodes.nodel.upstream.http_ 8080 web-api.pools>--create 192.168.10.1 443

Creating pool member 192.168.10.1:443...
Pool member 192.168.10.1:443 created successfully in cluster http_80860_web-api

5.8.3.1 TIlapamerpbl KoMaH/IbI --Create
Komanpa --create npuHuMaeT cieayronme napameTpsl:

--create <address> <port> [weight] [<protocol>]

5.8.3.1.1  OO0s3arenbHBIC TApAMETPHI

address — aapec pool member (FQDN, IPv4 uiu IPV6 ampec)

port — nomep nmopta (ot 1 70 65535)

5.8.3.1.2  OmnnnoHanbHEIC TAPAMETPHI

weight — Bec s OanancupoBku Harpysku (0T 1 10 4294967295, no ymonvanuo: 1)

protocol — mportoxon (tcp mm udp, mo ymomganuto: tcp)
5.8.3.2 Tlpumepsl co3aanus pool member

5.8.3.2.1 Ilpumep 1. Co3manue pool member ¢ agpecom 1 TOPTOM
flxgate-host#nodes.nodel.upstream.http_8080 web-api.pools>--create 192.168.10.1 443

Creating pool member 192.168.10.1:443...
Pool member 192.168.10.1:443 created successfully in cluster http_8080_web-api

5.8.3.2.2 Ilpumep 2. Coznanue pool member ¢ Becom
flxgate-host#nodes.nodel.upstream.http_8080 web-api.pools>--create 192.168.10.1 443 100

Creating pool member 192.168.10.1:443...
Pool member 192.168.10.1:443 created successfully in cluster http_ 80860 _web-api

5.8.3.2.3  TIpumep 3. Coznanue UDP pool member
flxgate-host#nodes.nodel.upstream.http_8080 web-api.pools>--create 192.168.10.1 443 1 udp<

Creating pool member 192.168.10.1:443...
Pool member 192.168.10.1:443 created successfully in cluster http_8080_web-api

5.8.3.2.4  Tlpumep 4. Coznanue pool member ¢ FQDN

flxgate-host#nodes.nodel.upstream.http_8080 web-api.pools>--create api.example.com 4434
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Creating pool member api.example.com:443...
Pool member api.example.com:443 created successfully in cluster http_8080 web-api

5.8.3.25 Ilpumep 5. Coznanue pool member ¢ IPv6 agpecom
flxgate-host#nodes.nodel.upstream.http_8080 web-api.pools>--create 2001:db8::1 443

Creating pool member 2001:db8::1:443...
Pool member 2001:db8::1:443 created successfully in cluster http_8080 web-api

5.8.3.3 O06paboTka ommbOK Mpu co3aHuu pool member

5.8.3.3.1 HenocraTtoyHo mapamMeTpoB
flxgate-host#nodes.nodel.upstream.http_8080 web-api.pools>--create 192.168.10.1¢

Usage: --create <address> <port> [weight] [<protocol>]
address: FQDN or IP4/IPV5 address
port: number from 1 to 65535
weight: number from 1 to 4294967295, default: 1
protocol: tcp|udp

Example: --create 192.168.10.1 443 1

Example: --create 192.168.10.1 443 100 udp

5.8.3.3.2  HesepHblii anpec
flxgate-host#nodes.nodel.upstream.http_8080 web-api.pools>--create invalid-address 443

Invalid address: address must be a valid IPv4, IPv6, or FQDN
Address must be a valid IPv4, IPv6, or FQDN

5.8.3.3.3  HesepHnslit mopt
flxgate-host#nodes.nodel.upstream.http_8080 web-api.pools>--create 192.168.10.1 70000

Invalid port: port must be between 1 and 65535, got 70000
Port must be a number between 1 and 65535

5.8.3.3.4  HeepHblil IPOTOKOT

flxgate-host#nodes.nodel.upstream.http_8080 web-api.pools>--create 192.168.10.1 443 1
http¢

Invalid protocol: protocol must be 'tcp' or 'udp', got 'http'
Protocol must be ‘tcp' or ‘udp'

5.8.3.3.5  HesepHblii Bec

flxgate-host#nodes.nodel.upstream.http_8080 web-api.pools>--create 192.168.10.1 443
5000000000

Invalid weight: weight must be between 1 and 4294967295, got 5000000000
Weight must be a number between 1 and 4294967295

5.8.3.3.6  HdyOmupyromuticst pool member
flxgate-host#nodes.nodel.upstream.http_ 8080 web-api.pools>--create 192.168.10.1 443

Error: pool member with address 192.168.10.1 and port 443 already exists
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5.8.4 Baauaanusi napamMeTpoB
5.8.4.1 Anpec (address)

Anpec MOXET ObITh:

o IPv4 aapec: nanpumep, 192.168.10.1
e IPV6 aapec: nanpumep, 2001:db8::1

e FQDN: manpumep, api.example.com
FQDN nomxken: - Conepkath X0Ts ObI OHY TOUKY - CocTosTh U3 OYyKB, u(dp, Touek u neducos - He
HAYMHATHCS U HE 3aKaHYMBATHCS TOYKOW WITH JIe(hUCOM

5.8.4.2 Tlopt (port)

[Topt moymkeH ObITh uncioM oT 1 10 65535.

5.8.4.3 Bec (weight)

Bec nomxen ObITh uniciiom oT 1 10 4294967295. [1o ymonyaHHIO UCTIOIB3yeTCs 3HaUeHUE 1.

5.8.4.4 TIpotokoin (protocol)

[TpoTokoi MOXKeT ObITh: - tCP (1Mo ymom4anuio) - udp

5.8.5 3nadveHus MO yMOJYAHUIO

HpI/I CO3JaHHUH HOBOT'O pOOl HCIOJIB3YIOTCA CIICAYIOIUC 3HAYCHUA 110 YMOJIYAHUTO!

e Wweight: 1
e protocol: TCP
« health_check_config.port_value: pasen ykazaHHOMy HOpTy

5.8.6 docTynHble KOMaH/bI

5.8.6.1 Komanasl B MEHIO pools

e --Create — cozmanue HOBOTO pool

e --Show — mpocMoTp mosHO# KoHUTypanuu Beex pools B popmate JSON
e --back — Bo3Bpar B MeHIO upstream Kjaacrepa

e --conf_on — Bxito4eHUe pexxrMa KOHPHUTYpALTUH

e --conf_off — BeIKIIOUCHHUE peXKIMa KOH(DUTYpALIUU

o --conf_publish — ny6nukamus konpurypanuu B data plane

5.8.7 Crpykrypa Pool

Kaxxpiii pool cogepkuT cneayonryro HHPOopMaIuio:

e address — aapec pool member (IP wim FQDN)
e port_value — Homep nopra
e protocol — mpotoko:n (TCP wiu UDP)
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o load_balancing_weight — Bec mys 6anancupoBKH Harpy3Ku
o health_check config — xoudurypanus health check ms pool member

5.8.8 IIpumeuyanus

e Pool members ¢ 0fuHAKOBBIM aJpPECOM U IMTOPTOM HE MOTYT OBITh CO3/IaHbI JIBXK/IbI B
OJIHOM KJIacTepe

e Bec pool member Brnusier Ha GanaHCUPOBKY HAarpy3KH MPHU UCIIOIb30BAHUH aJITOPUTMOB,
KOTOpbIE YUUTHIBAIOT BEC

e Health check mi1s pool member ucnonabs3yer TOT ke mopt, 4To U caM pool member (eciu
HE YKa3aHO UHOE)

5.9 (¢) Ynpasnenne downstream

WNHuTepdeiic koMaHHON CTPOKH MO3BOJISIET YIIPABIIATH HACTPOMKAMH MpUEMa BXOASIINX
MOJKITIOUYEeHUH, MHUIMUpYyeMbIX oT KiueHToB K fIXGATE Data Plane.

I[Tocrne 3amycka u aBropuszanuu B CLI nepeiigute B MeHI0 y3i1a u BBeaute downstream:
flxgate-host#nodes.nodel>downstreamé

flxgate-host#nodes.nodel.downstream>

5.9.1 IMonyuyenue cnucka downstream listener'os

Haxopsice B MeHt0 downstream, HOKMHUTE KJIaBUIITY TaOyJIAIINH:

flxgate-host#nodes.nodel.downstream>
http_8080 web-api https_443 api --create --back --exit --help --clear

Bynyt orobpaskens! noctynHsie downstream listener'st 1 KOMaH bl yIIpaBJICHUS.

Komangs! ynpaienust uMerot npegpuke '--'.

/\ Baxno:

Pexum penaktupoBaHus KOHGUTypalMy JOKEH ObITh BKIIIOUEH Iepel CO3/1aHueM, yaaleHHEM,
BHECEHHEM M3MEHEHUH B KoHurypamuo listener.

[Tocne BHeceHUs M3MEHEHU HEOOX0AUMO OIyOJIMKOBAaTh U3MEHEHUS B KOH(PUTypaIUIO.

Komanse! yripasienus kondurypaimeii (--conf_on, --conf_off, --conf_publish) noctymusr kax B
MeHIO0 criicka downstream, Tak ¥ B MEHIO KOHKpeTHOTo listener.

5.9.2 Co3ganue downstream listener

s coznanue HoBoro downstream listener He0OX0IMMO MEPEBECTH y3€1 00paOOTKH TaHHBIX B PEKUM
penaxTupOBaHUs.

st coznanust HoBoro downstream listener BBenuTe KoMaHay --Create ¢ ykazaHueM MpOTOKoJIa, opTa
Y UIMEHU CEpBUCA:
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flxgate-host#nodes.nodel.downstream>--create http 8080 web-api¢

Creating listener http_8080_web-api...
Listener http_8080_web-api created successfully
flxgate-host#nodes.nodel.downstream>

5.9.2.1 TIlapamerpsl co3nanus downstream listener

Komanpa --Create npuHuUMaeT cielyroIue napamMmeTpsl:

e protocol — mpotokot: https, http, tcp, udp, grpc
e port— Homep nopra

e Service — ums cepBuca

PGATE

Nms downstream listener popmupyetcs aBTomaruuecku B popmare: {protocol} {port} {service}

5.9.2.2 IIpumepsl co3nanust downstream listener

IIpumep 1. Cozoanue TCP downstream listener:

flxgate-host#nodes.nodel.downstream>--create tcp 80 proxy<

Creating listener tcp_80 proxy...
Listener tcp_80 proxy created successfully
flxgate-host#nodes.nodel.downstream>

Ipumep 2. Cozoanue HTTPS downstream listener:

flxgate-host#nodes.nodel.downstream>--create https 443 api¢

Creating listener https_443 api...
Listener https_443 api created successfully
flxgate-host#nodes.nodel.downstream>

5.9.2.3 OO6paboTtka omubOOK 1pu co3aanuu downstream listener

[Tpu momerTke co3mate downstream listener ¢ y)ke CyImecTBYIOUIM HMEHEM:

flxgate-host#nodes.nodel.downstream>--create http 8080 web-apid

Creating listener http_8080 web-api...
Error: Listener http_8080 web-api already exists
flxgate-host#nodes.nodel.downstream>

[Ipu yka3zaHMM HEBEPHBIX MAPaMETPOB!

flxgate-host#nodes.nodel.downstream>--create http¢

Usage: --create <protocol> <port> <service>
protocol: https|http|tcp|udp|grpc
port: port number
service: service name
Example: --create http 8080 web-api
flxgate-host#nodes.nodel.downstream>

5.9.3 IIpocmotp undopmanuu o downstream listener

Breaute nazpanue downstream listener 1 HaAXXMUTE KJIABUIITY BBOJIA:

flxgate-host#nodes.nodel.downstream>http_8080 web-apid

flxgate-host#nodes.nodel.downstream.http 8080 web-api>
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5.9.3.1 IIpocmotp noaHo# koHpurypamuu downstream listener

s mpocMoTpa noHou koHduryparuu downstream listener B popmate JSON ucnosnb3yiite
KoMaHy --Show:

flxgate-host#nodes.nodel.downstream.http 8080 web-api>--show¢

{
"name": "http_ 8080 web-api",
"stat_prefix": "http_8080 web-api",
"address": {
"address": "0.0.0.0",
"port_value": 8080

s
"filter _chains": [
{
"name": "default_http_web-api”,
"filters": []
}

1,

"listener filters": []

}
flxgate-host#nodes.nodel.downstream.http 8080 web-api>

5.9.4 Hacrpoiika aTrpudyroB downstream listener

Haxonsce B MeHI0 KoHKpeTHOro downstream listener, 1OCTYIHBI ClI€IyOLUE aTPUOYTHI A
HaCTPOUKHU:

5.9.4.1 Anpec u nopr (address)

HacTtpoiika aapeca u nopra, Ha koTopoM downstream listener OyeT NpUHUMATh COSAMHEHHUS:

flxgate-host#nodes.nodel.downstream.http 8080 web-api>address<

current 'address' attribute value: 0.0.0.0:8080
Beenute HoBBIH agpec B popmare IP:PORT nnu naxxmute Enter 1151 coxpaHeHus TEKYIIEro 3Ha4eHusl.

5.9.4.2 Jlpyrue atpuOyTsI

JlocTynHBI clieyromue aTpuoyThI ISl HACTPOUKH:

e per_connection_buffer_limit_bytes — soft mumut pazmepa 6ydepoB UTeHUs U 3aMUCH
JUTsl HOBBIX COEIMHEHHH. 3HaueHne no-ymondanuto - 1 MiB.

o listener_filters_timeout — TaiiMayT O)KHIaHUs 3aBEPIICHUS ONEPALIUil BCeX (BHILTPOB
listener o6bekTa

e continue_on_listener_filters_timeout — co3xaBarhk coeMHEHHUE MTPH TaiiMayTe
¢mibTpoB listener 06beKT

o freebind — ycranoBka omiuu cokera [P FREEBIND
e tcp_fast_open_queue_length — muna ouepenu ans coenunenuii TCP Fast Open
e enable_reuse_port — sximouenue omnmun cokera SO REUSEPORT

e tcp_backlog_size — makcumainibHas UTMHA oYepean okuaarommx coeaunenuii TCP
listener o6beKT
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e max_connections_to_accept_per_socket event — makcuManbHOE KOJIHYECTBO
COCTMHCHUH /ISl IPUHATHUSA U3 S/Ipa Ha OJTHO COOBITHE COKETa

e bind_to_port — npuss3ka listener ooObekTa K mopty
e enable_mptcp — Bxarouenne MPTCP (multi-path TCP) na listener o6bexre

o ignore_global_conn_limit — uranopupoBanue riio6asTbHOr0 JMMUTa MAKCUMAITbHBIX
downstream coeHEHHIA

o bypass_overload_manager — 006xo1 HACTPOCHHBIX JCHCTBUIT MEHEDKEpa MePErpy3KH
Jliist i3MeHeHust aTpulyTa BBEAUTE €r0 Ha3BaHHUE U CIIEAYHTE HHCTPYKIIMSIM:

flxgate-host#nodes.nodel.downstream.http_8080 web-api>per_connection_buffer_limit_bytes<

current 'per_connection_buffer_limit_bytes' attribute value: 1048576
BBenure HOBOE 3HaUCHKE WM HAXMUTE Enter 71 coxpaHeHuUs TEKYIIEro.

5.9.5 YV¥Ynpasiaenue puibTpamu

s ynpaBnenust punbTpamu BBeauTe komany filters:

flxgate-host#nodes.nodel.downstream.http_8080 web-api>filtersd

flxgate-host#nodes.nodel.downstream.http 8080 web-api.filters>
[ToxpoOHee 00 yrpaBieHnn GUIBTPAMU CM. B COOTBETCTBYIOIICH JTOKYMEHTAIIUH.

5.9.6 VYnpasienue nncnexkropamu Tpadpuka downstream listener

Jns ynpasnenus ¢punbTpamu listener BBenute komanay listener_filters:

flxgate-host#nodes.nodel.downstream.http 8080 web-api>listener_filters<

flxgate-host#nodes.nodel.downstream.http_8080 web-api.listener_filters>
[TonpoGHee 06 ympaBieHun GUIBTPAMHU CM. B COOTBETCTBYIOIICH JOKYMEHTAIIUH.

5.9.7 ¥Ynanenue listener
Jns ynanenus listener HeoOX0IMMO MEepPEBECTH y3€7 00pabOTKH TaHHBIX B PEKUM PEIaKTHPOBAHUS.
Jnst ynanenus listener BBeauTe koMany --delete:

flxgate-host#nodes.nodel.downstream.http_ 8080 web-api>--deleted

Deleting listener http_8080 web-api...
Listener deleted successfully
flxgate-host#nodes.nodel.downstream>

[Tocne ynanenust HeoOX0aMMO OMyOJIUKOBATH ClIeTAHHBIE H3MEHEHHS.

/\ Buumanmue: Yjanenue listener HeBo3MoKHO, ecii y3€I1 3a0JI0KAPOBaH (HAXOIUTCS B PEKUME
KOH(UTYpaluK) WIK CIyllaTelb UMEeT aKTUBHbIE 3aBUCHMOCTH.

5.9.8 HocrynHble koMaHabl B MeHIO listener

5.9.8.1 Komauasl B MeHIO crincka downstream

e --Create — cosmanue HOBOrO listener

e --back — Bo3Bpar B npepiayIIee MEHIO
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o --conf_on — BJIrOYCHHE peKUMA KOHPUTYpALTUH
e --conf_off — BeIKIITOUCHME pexxrMa KOHPHUTypaLHy
o --conf_publish — ny6nukanus kondpurypamuu B data plane

5.9.8.2 Komanjsl B MEHIO KOHKpeTHOTO listener

e --show — mpocmotp monHo# KoH(purypanuu listener B popmare JSON
o --delete — ynanenue listener

e --back — Bo3Bpar B MeHI0 criucka downstream

e --conf_on — BKIIIOYEHHUE PEXKUMA KOHPHUTYPALTUH

o --conf_off — BeIKiIIOUCHHUE peKIMa KOH(DUTYpALIUT

e --conf_publish — ny6mukarus kondurypauu B data plane

5.10 3% Xpanminuie ceprudukaTon

Xpanunuiie cepTU(PUKATOB MO3BOJSAET ynpaBisaTh TLS cepTudukaraMmu 1 KOHTEKCTaMU BaJUAalnH,
UCIIONIb3YEMBIMU 14 3aiuThl coenuuenuit B fIxGATE.

5.10.1 locTynm K MeHIO certs

s ynpaBneHust ceptudukaTaMu BBeIUTEe KOMaHTy Certs B kopueBom MeHto CLI:

flxgate-host#certs

flxgate-host#certs>

5.10.2 IpocMoTp cnUcKa cepTH(PHUKATOB

Haxonasce B MeHIO certs, HAXKMUTE KJIaBUIYy Ta6y'J'I$II_[I/II/I I IPOCMOTpPA JOCTYITHBIX CepTI/I(bI/IKaTOBZ

flxgate-host#certs>
my-cert server-cert --dir --upload --back --exit --help --clear

Bynyt orobpaskensl Bce 3arpyxeHHble TLS cepTudHUKaTl 1 KOMaH bl YIIpaBJICHUS.

5.10.3 IpocmoTp cepTudukaTos B Paii1oBoii cucreme

st mpocMoTpa crircka cepTu(UKATOB, TOCTYITHBIX B JIOKAJIbHON (haliJIOBOM CHCTEME, UCTIONb3YHTE
Komanny --dir:

flxgate-host#certs>--dird

FileName Size Created

server.crt 2048 2024-01-15 10:30:45
server.key 1704 2024-01-15 10:30:45
ca.crt 1024 2024-01-15 10:30:40

Komanna otobpakaer: - FileName — uwmst ¢aiina ceprudukara - Size — pa3mep ¢aiina B 6aiitax
- Created — nara u Bpemst co3aanus ¢aiina
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5.10.3.1 IMoanepxuBaembie popmathl (HaitioB

CucreMa aBTOMaTHYECKU paciio3HacT (1)3171.]'[1)1 CO CICAYIOIIUMHA PAaCIIUPCHUAMMU:
- .pem - .crt - .cert - .key - .cer

5.10.3.2 3arpyska cepTudukara Ha y3eI yrpaBlIeHUs
Ceprudukarbl MOTYT OBITh 3arpYXKEHBI Ha Y3€J1 yIpaBjiIeHUs B BUJE (HAIOB 110 MPOTOKOIY sftp / scp:

echo "put nokanbHblii_daiin" | sftp flxgate@flxgate-host
scp nokanbHblM_¢ann flxgate@flxgate-host:

5.10.4 3arpy3ka cepTudukara B XpaHUJIHIe

Jns 3arpy3ku HoBoro TLS ceprudukara ucmoias3yiite komanay --upload:

flxgate-host#certs>--upload¢

Certificate chain filename: server.crt

Private key filename: server.key

Private key password:

TLS certificates uploaded successfully with name: server.crt

5.10.4.1 IIpomnecc 3arpy3Ku

1. Certificate chain filename — BBeauTe nms daiina ceprudukara (MM MOIHBIA YTk, €CIIN
(haiiyt HAXOMUTCS BHE CTAHAAPTHOMN AUPEKTOPUH)

2. Private key filename — BBeauTe nms (aiisia MPUBATHOTO KITIOYA

3. Private key password — BBexuTe napoJb JJisl IPUBATHOTO KJIF0Ya (€CIIU KITF0Y 3allUIICH
naposieM, nHaue Haxmurte Enter)

5.10.4.2 TlapameTpsl 3arpy3Ku

o Certificate chain filename — ums ¢aiina ceprudukara nim noaHLIN MyTh K haitny

» Private key filename — ums ¢aiina npuBaTHOTO KJIr0Ya MK HONHBIN MYTh

e Private key password — maposib s paciudpoBKH MPUBATHOTO KITF0YA (OMIIHOHAIBHO)
5.10.4.3 Wms ceprudukara

Nms ceprudukara B XpaHWINILE aBTOMAaTUYECKH YCTaHABIIMBAETCS PaBHBIM UMEHHU (paitina
cepruduxara. Hampumep, ecnu Bbl 3arpyxaere daiin server.crt, ceprudukar 0yaeT coXxpaHeH C
HMeEHeM Server.crt.

5.10.4.4 TIpumeps! 3arpy3Ku

5.10.4.4.1 Tlpumep 1. 3arpy3ka ceprudukara 6e3 maposs

flxgate-host#certs>--upload¢

Certificate chain filename: server.crt

Private key filename: server.key

Private key password:
TLS certificates uploaded successfully with name: server.crt

5.10.4.4.2 Tlpumep 2. 3arpy3ka cepTudukaTa ¢ mapoieM

flxgate-host#certs>--upload¢
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Certificate chain filename: secure-server.crt

Private key filename: secure-server.key

Private key password: ******x*

TLS certificates uploaded successfully with name: secure-server.crt

5.10.4.4.3 TIpumep 3. 3arpy3ka cepTuduKara ¢ abCOTOTHBIM ITyTEM
flxgate-host#certs>--upload¢

Certificate chain filename: /home/user/certs/my-cert.crt
Private key filename: /home/user/certs/my-cert.key

Private key password:

TLS certificates uploaded successfully with name: my-cert.crt

5.10.4.5 O6paboTka omuOOK MpH 3arpy3Ke

5.10.4.5.1 ®aiin ceprudukara He HalieH
flxgate-host#certs>--upload

Certificate chain filename: nonexistent.crt
Failed to certificate chain file "nonexistent.crt" - secret file not found:
/etc/ssl/certs/nonexistent.crt

5.10.4.5.2 TIlycroii daiin cepruduxara
flxgate-host#certs>--upload<d

Certificate chain filename: empty.crt
Empty certificate chain file content

5.10.4.5.3 @aiin mpUBaTHOTO KJIf0Ya HE HAWICH
flxgate-host#certs>--upload¢

Certificate chain filename: server.crt

Private key filename: nonexistent.key

Failed to open private key file "nonexistent.key" - secret file not found:
/etc/ssl/certs/nonexistent.key

5.10.4.5.4 TIlycroii daiin mpuBaTHOTO KITFOYA
flxgate-host#certs>--upload<d

Certificate chain filename: server.crt
Private key filename: empty.key
Empty private key file content

5.10.4.5.5 Cepruduxar yxe CymecTByer
flxgate-host#certs>--upload¢
Certificate chain filename: server.crt
Private key filename: server.key

Private key password:
Error getting TLS certificates: TLS certificate already exists

5.10.5 IlpocmoTp uHdopmanum o ceprudurare
Jns mpocMoTpa MH(OpMAIK 0 KOHKPETHOM CepTU(UKATE BBEIUTE €r0 UMSL:

flxgate-host#certs>server.crt<
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flxgate-host#certs.server.crt>
B MeHnro ceprudukara 10CTYIMHBI KOMaHIbI IJIs TPOCMOTpPA U YIIPaBJICHUS.

5.10.6 YnpaBienue cepruguraTom

[Tocne BBOga nMeHH cepTu(UKaTa BBl IEPEXOTUTE B MEHIO YIIPABJICHUS 3TUM CEPTHPHUKATOM.
JlocTynHble KOMaHbI 3aBUCAT OT PEAIU3alUU U MOTYT BKJIIOYaTh:

o Ilpocmotp peranbHOI HHPOpPMaIHHK O cepTuduKaTe
o OO6HoBieHue ceprudukara

e VYnanenue cepruduxara

5.10.7 Tunsl cepTUUKATOB

Cucrema NOAACPIKHUBACT ABA TUIIA CCKPCTOB!

5.10.7.1 TLS Certificate

TLS cepruduxkar conepxut: - Certificate chain — rienouka ceprudukaros (ceprudukar cepsepa u
npomexxyrounsie CA) - Private key — npuBatHbIii Ki1t04 cepBepa - Password — maposis st
MIPUBATHOTO KJIt0Ya (OMIIMOHAIIBLHO)

Ucnonwayercs mis 3amutbl TLS coennHenuit Ha cropoHe cepepa (downstream listeners).

5.10.7.2 TLS Validation Context

Kontekcr Banmuparmu TLS conepxurt: - Trusted CA — noBepenHblit kKopHeBoit ceprudukat CA
- Allow expired certificate — pa3pemuTh HCIIOIb30BaHHE UCTEKIITUX CEPTHPHUKATOB (OMIIMOHAIBHO)
- CRL — crucok 0TO3BaHHBIX CepTH(PHUKATOB (OMIMOHAIBHO)

I/ICHOJ'IB3yCTC$I JJIA BaJInJallin CepTI/I(I)I/IKaTOB upstream CCPBCPOB.

@ Ipumeuanne: B texymeii Bepcuu CLI moanepxuBaercs 3arpyska Tonsko TLS cepruduxaros
yepe3 komanay --upload. KontekcTsl Banuaanum MoKHO co3aaBaTh yepe3 API.

5.10.8 Ucnoan3oBaHue cepTU(PHUKATOB

[Tocne 3arpy3ku cepTuduKaThl JOCTYIHBI ISl UCTIOJIH30BAHUS B:

o Downstream listeners — s 3amuThl BXOIAIIMX COSIUHEHUHN

e Upstream clusters — ans Banuganuu cepTUQHUKATOB Upstream cepBepoB
ITpu HacTpoiike listener unu cluster ykaxxute uMs cepTUHUKaTa B COOTBETCTBYIOIIUX apaMeTpax
KOH(UTypaluu.

5.10.9 Xpanenne cepTudukaToB

Ceprudukarsr xpanstcs B Control Plane Storage.
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5.10.10Be30macHocTh

5.10.10.1 PexomMmeHngammun

TN GATE

1. 3ammTa npuBaTHBIX KJI0Yel: Yoenurech, uTo (ailiibl MPUBATHBIX KIIOYEH UMEIOT

orpaHu4eHHbIe TpaBa gocryna (Hampumep, 600)

2. Be3onacHoe xpanenue: He XxpaHuTe maposiu OT MPUBATHBIX KJIIOYEH B OTKPHITOM BUJIE

Perynsipuoe ooHoBJieHue: OOHOBIISANTE cepTU(UKATHI 10 HCTCUCHUSI CPOKA UX JICHUCTBUS

Poranus ceprudpukaros: Mcnons3yiiTe nmpoiecc poTanuu cepTUGUKATOB IS

MHHHUMH3alU IIPOCTOCB

5.10.111ocTynHble KOMAHABI

5.10.11.1 KoMaHabI B MEHIO certs

o {certificate_name} — mepexoma B MEHIO yIpaBieHHsI CepTHHUKATOM

e --dir — mpocMoTp crucka cepTU(PHUKATOB B (ailjIOBON CHCTEME

e --upload — 3arpyska HoBoro TLS ceptudukara
e --back — Bo3BpaT B KOpHEBOE MEHIO

e --exit— Brixox u3 CLI

e --help — cmpaBka o KomanIam

e --Clear — ouncrka OKpaHa

5.10.12ITpumepsbl HCHOIb30BAHUS

5.10.12.1 [TomHBIN UK paObOTHI C cepTU(HHKATOM

1. 3arpy3ka ceprudukara u kjiro4a Ha ¢ailjIoByI0 cucTeMy

echo "put server.crt" | sftp flxgate@flxgate-host
echo "put server.key" | sftp flxgate@flxgate-host

2. IIpocMOTp K0CTYNHBIX cepTHGHKATOB B (paiijioBoii cucreme:

flxgate-host#certs>--dird

FileName Size Created
server.crt 2048 2024-01-15 10:30:45
server.key 1704 2024-01-15 10:30:45

3. 3arpy3ka ceprudukara B XpaHHJIUIIIE:
flxgate-host#certs>--upload

Certificate chain filename: server.crt

Private key filename: server.key

Private key password:

TLS certificates uploaded successfully with name: server.crt

4. TIpoBepka 3arpyKeHHOI0 B XpaHWJulle cepTuuKaTa:
flxgate-host#certs>
server.crt --dir --upload --back --exit --help --clear
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Cepruduxkar server.crt reneps J0CTyIeH B MEHIO X MOXET OBITh MCIIOJIB30BaH MIPU HACTPOUKE

downstream wium upstream.

5.11 8 Ynpasienne RHI (Route Health Injection)

NuTepdeiic komaHIHOM CTPOKH 1M0O3BOIIsIeT yrnpasisth HacTporikamu RHI (Route Health Injection) ms

JMHAMUYECKOI0 YIPaBICHUs MapLUIpyTaMH Ha OCHOBE COCTOSIHUS upstream KJIacTepOB.

[Toce 3amycka u aBropu3zanuu B CLI BBeaute rhi:

flxgate-host#rhid

flxgate-host#rhi>

5.11.1 O630p cTpykTypsl MeHio RHI

Menro RHI oprann3zoBaHo B H€papXUUECKYO CTPYKTYPY:

rhi
F—— api # HacTtpoiiku API gna onpoca 340pOBbA KaacTepoB
bgp # HacTtporiku BGP npaBun
L upstreams # HacTpoWku MoOporoB COCTOAHMN [AJIA KJaCTepoB

5.11.2 Hactpoiiku API

MeHto api CoAepKUT mapaMeTpsl JJIsl OIPOca COCTOSIHUS upstream kiactepos yepe3 APL.

5.11.2.1 Ilepexon B meHI0 API
flxgate-host#rhi>api¢

flxgate-host#rhi.api>
5.11.2.2 Hactpoiika URL API

Jns vactpoiiku URL API cepBepa BBenuTe komanmy url:

flxgate-host#rhi.api>urld

current 'url' attribute value: http://flxgate-host:8080/
Beenurte HoBbIil URL mnm Haxxmute Enter 11 coXpaHeHHs TEKYIIETO 3HAYCHHUS.

Ipumep:
flxgate-host#rhi.api>urle

current 'url' attribute value: http://flxgate-host:8080/
> http://new-host:8080/

API attributes updated successfully

current 'url' attribute value: http://new-host:8080/

5.11.2.3 Hactpoiika uHTEpBaja ompoca

Jlnst HaCTPOMKM MHTEpBaJia OIpoca 3I0POBbs Upstream-KJIacTepoB BBeUTE KoMaHTy interval_sec:

flxgate-host#rhi.api>interval_sec<
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current 'interval_sec' attribute value: 5
BBenure HOBOE 3HaUEHKE B CEKYHAaX WM HaxXMuTe Enter 11t coxpaHeHus TEKYIIETO.

IIpumep:
flxgate-host#rhi.api>interval_sec<

current 'interval sec' attribute value: 5
> 10

API attributes updated successfully
current 'interval_sec' attribute value: 10

5.11.2.4 Hactpoiika timeout

Jlnis HacTpoiiku timeout oxumanus oteeta ot API BBeaute komanay timeout_sec:

flxgate-host#rhi.api>timeout_sec<

current 'timeout_sec' attribute value: 2
BBenure HOBOE 3HaAUYEHHUE B CEKYHAAX WM HAXMUTE Enter 11 cCOXpaHEHHUs TEKYLIETO.

5.11.3 Hacrpoiiku BGP
Mento bgp comepxut Hactpoiiku BGP npaBui uist ynpasieHust MapIipyTaMu.

5.11.3.1 Ilepexoxn B meHto BGP
flxgate-host#rhi>bgp<

flxgate-host#rhi.bgp>
5.11.3.2 Hactpolika pexuma mpu crapTe

JIns1 HacTpOMKM peKrMa aHOHCUPOBAHUS MapIIPYTOB MPU CTAPTE BBEIUTE
KoMaHay promote_on_start:

flxgate-host#rhi.bgp>promote_on_start<

current 'promote_on_start' attribute value: permit

JlocTymHbIe 3HAYCHUS: - PErMit — pa3peniuTs aHOHCUPOBAHUE MapIIPYTOB TPH cTapTe - deny —
3aIPETUTh AHOHCUPOBAHKUE MAPILIPYTOB IIPU CTAPTE - NONE — HE BBINOJHATh HUKAKUX JEUCTBUN IPU
cTapTe

IIpumep:
flxgate-host#rhi.bgp>promote_on_startd

current ‘promote_on_start' attribute value: permit
> deny

BGP attributes updated successfully

current 'promote_on_start' attribute value: deny

5.11.3.3 VYnpasnenue BGP npasunamu

Jns ynpasnenus BGP npaBuiamu nepeiinute B MeHio rules:

flxgate-host#rhi.bgp>rulesd

flxgate-host#rhi.bgp.rules>
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5.11.3.3.1 Tlomyuenue crmucka BGP mpasun

HaXO[[SICB B MCHIO IIpaBUJI, HAXKMUTC KIIaBUIITY Ta6y.H$II_II/II/II

flxgate-host#rhi.bgp.rules>
bgpl bgp2 --create --back --exit --help --clear

Bbynyt oto6paxens! noctynusie BGP npaBuia u KoMaHabl yripaBieHUS.

5.11.3.3.2 Cosznanue BGP npasmia

Jns coznanus HoBoro BGP npasuiia BBequTe komMaHy --Create ¢ ykasaHueM rnapameTposB:

flxgate-host#rhi.bgp.rules>--create bgp3 172.16.1.3/32 15 SERVICES_OUT least_oned

Creating BGP rule bgp3...
BGP rule bgp3 created successfully
flxgate-host#rhi.bgp.rules>

ITapameTpsl KOMaHaBI --Create:
e Name — ums npaBuia (Harpumep: bgp3)
e Vip — VIP-anpec B popmare CIDR (nanpumep: 172.16.1.3/32)
e Seq — sequence HoMep npedukc aucTa (Hampumep: 15)
e route_map — ums route map (manpumep: SERVICES _OUT)

e unhealthy _mode — pexxum nepexoja B aBapuiiHoe coctostHue: all, least_one, none
Pesxumpbl unhealthy _mode: - all — nepexox B aBapuiiHOe COCTOSIHUE ITPHU HEJOCTYITHOCTH BCEX
upstream KjactepoB - least_one — mepexo/1 B aBapuitHOE COCTOSIHHE NIPU HEOCTYITHOCTH XOTSI OBl
OJIHOTO upstream KjacTepa - NONE — HUKOrJa HE MEPEXOAUTh B aBapUITHOE COCTOSIHUE

IIpumepsl coznanns BGP npasu.:
Ilpumep 1. Cozoanue npasuna c pexcumom "éce knacmeput”:
flxgate-host#rhi.bgp.rules>--create bgp4 172.16.1.4/32 20 SERVICES_OUT all<

Creating BGP rule bgp4...
BGP rule bgp4 created successfully

Ilpumep 2. Cozoanue npasuna c pexcumom "Hukozoa":

flxgate-host#rhi.bgp.rules>--create bgp5 172.16.1.5/32 25 SERVICES_OUT none¢

Creating BGP rule bgp5s...
BGP rule bgp5 created successfully

5.11.3.3.3 TIIpocmotp u HacTpoiika BGP npasuia
Jlng mpocMoTpa 1 HacTpolku KoHKpeTHOro BGP npasuiia BBequTE €ro nMms:
flxgate-host#rhi.bgp.rules>bgpl<

flxgate-host#rhi.bgp.rules.bgpl>

[TpocMOTp NMOAHOM KOHGUTYpaIK IpaBUIIa

s mpocMoTpa nonHoi koHuryparuu BGP npasuia B popmare JSON ucnonbs3yiite komanay --
show:

flxgate-host#rhi.bgp.rules.bgpl>--show¢
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{
"name": "bgpl",
"vip": "172.16.1.1/32",
"seq": 5,
"route_map": "SERVICES_OUT",
"unhealthy mode": "least_one",
"upstreams": [
"http_backend_cluster_rr",
"http_backend_cluster_1r"
]
}

Hactpoiika arpu0yros BGP npasuna

JloCTyIHBI clienyrouye aTpuOyThl 7Sl HACTPONKU:

e Name — uMs npasuiia

e Vip — VIP-anpec B popmare CIDR

e Seq — sequence HOMep IpeduKC JIUcTa
e route_map — ums route map

e unhealthy _mode — pexum mepexoja B aBapHiitHOE COCTOSIHHE
IIpumep nacrpoiiku VIP:

flxgate-host#rhi.bgp.rules.bgpl>vipé

current 'vip' attribute value: 172.16.1.1/32
> 172.16.1.10/32

BGP rule attributes updated successfully
current ‘'vip' attribute value: 172.16.1.10/32

IIpumep HacTpolikm sequence:

flxgate-host#rhi.bgp.rules.bgpl>seq¢

current 'seq' attribute value: 5

> 7

BGP rule attributes updated successfully
current 'seq' attribute value: 7

VYnpasnenue kinacrepamu B BGP npasune
I[JIH YHpaBJICHUA CIIMCKOM OTCJICKKUBACMBIX KJIACTCPOB nepeﬁz[I/ITe B MCHIO UpStreamS:

flxgate-host#rhi.bgp.rules.bgpl>upstreams<

flxgate-host#rhi.bgp.rules.bgpl.upstreams>
Job0aBnenne Kiacrepa:

flxgate-host#rhi.bgp.rules.bgpl.upstreams>--add http_backend_cluster_rrd

Cluster http_backend_cluster_rr added to rule bgpl
Yaanenue kiaacrepa:

flxgate-host#rhi.bgp.rules.bgpl.upstreams>--remove http_backend_cluster_rr<

Cluster http_backend_cluster_rr removed from rule bgpl
IIpocMoTp cnMcka KIacTepoB:
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HaxxmuTe ki1aBuIry Tabyssiiuy A1 IPOCMOTpA CIIUMCKA KIaCTEPOB:

flxgate-host#rhi.bgp.rules.bgpl.upstreams>
http_backend cluster rr http backend cluster_lr --add --remove --back --exit --help
--clear

5.11.3.3.4 VYnanenue BGP npasuna

s ynanenust BGP npaBuia BBeaute komany --delete:

flxgate-host#rhi.bgp.rules.bgpl>--deleted

Deleting BGP rule bgpl...
BGP rule bgpl deleted successfully
flxgate-host#rhi.bgp.rules>

/\ Buumanmue: Ynanenvne BGP npasuia HEBO3MOXKHO, €CIIM OHO UCIIOJIB3YETCS B aKTHBHOM
KOH(HUTypaInu.
5.11.3.4 O6paboTtka omuboK mpu padore ¢ BGP npasunamu

Ommoka IpHu CO3JaHUHU NMMpaBuJIa ¢ CyleCTBYIOIIMM UMEHEM :

flxgate-host#rhi.bgp.rules>--create bgpl 172.16.1.1/32 5 SERVICES_OUT least_one¢

Creating BGP rule bgpl...
Error: BGP rule bgpl already exists

OmmoKa nNpM yKa3aHUU HEBEPHBIX NApaAMETPOB:

flxgate-host#rhi.bgp.rules>--create bgp3<

Usage: --create <name> <vip> <seq> <route_map> <unhealthy_ mode>
name: rule name
vip: VIP address in CIDR format (e.g., 172.16.1.1/32)
seq: sequence number
route_map: route map name
unhealthy mode: all|least_one|none
Example: --create bgp3 172.16.1.3/32 15 SERVICES_OUT least_one

5.11.4 HacTpoiiku moporoB COCTOSIHHII upstream KJjacTepoB

Mento upstreams coiepKUT HACTPOUKHU MOPOTOB COCTOSHUM JJIsl OTCIIEKMBAEMBIX upstream
KJIaCTEpOB.

5.11.4.1 Tlepexona B MEHIO upstream KJ1acTepoB

flxgate-host#rhi>upstreams<

flxgate-host#rhi.upstreams>
5.11.4.2 TlonydeHue crmMcKa upstream KJIacTepoB
Haxonsce B MeHI0 upstream KJ1acTe€poOB, HAKMUTE KIABUILY TaOyJIALINU:

flxgate-host#rhi.upstreams>
http_backend_cluster_rr http_backend_cluster_lr iperf_backend_cluster --add --back --
exit --help --clear

BynyT oToOpakeHbl JOCTYIHBIE KJIACTEPhl U KOMaH/bl YIIPaBICHHUS.

5.11.4.3 Jlo6aBieHue upstream Kiacrepa ajisi OTCIC)KUBAHUS

I[J'IH ,Z[O6aBJIeHI/I}I HOBOT'O upstream KJIaCTepa AJIsd OTCIIC)KUBAHUS BBECAUTC KOMAHAY --add:
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flxgate-host#rhi.upstreams>--add new_backend_clusterd

Cluster new_backend_cluster added for monitoring
[Tocne moGaBIeHMS KIacTep MOSBUTCS B CIIUCKE TOCTYITHBIX upstream KJIacTEPOB.

5.11.4.4 Hactpoiika noporoB COCTOSHUI upstream Kiacrepa

JIns1 HacTpOMKHK MOPOTrOB COCTOSHUI KOHKPETHOTO upstream KjacTepa BBEAUTE €ro UM
flxgate-host#rhi.upstreams>http_backend_cluster_rr¢
flxgate-host#rhi.upstreams.http_backend_cluster_rr>

5.11.4.4.1 TIlepexon B MEHIO MOPOrOB COCTOSHUIM

Jliis HaCTPOMKHM IIOPOrOB COCTOSAHUI mepeiiaute B MeHio healthy states:
flxgate-host#rhi.upstreams.http_backend_cluster_rr>healthy states<
flxgate-host#rhi.upstreams.http_backend_cluster_rr.healthy states>

5.11.4.4.2 Hactpolika nopora 3J0pOBOTr0 COCTOSHHUS

J1y1s HACTPOMKHM TOpOra 3J0pPOBOTO COCTOSIHUS IepetiauTe B MeHto healthy:

flxgate-host#rhi.upstreams.http_backend_cluster_rr.healthy states>healthy<

flxgate-host#rhi.upstreams.http_backend cluster_rr.healthy states.healthy>
Hacrpoiika threshold_percent (mpoueHT 310p0OBBIX XOCTOB):

flxgate-
host#rhi.upstreams.http_backend_cluster_rr.healthy_ states.healthy>threshold percent<

current 'threshold_percent' attribute value: 100
> 80

Cluster health states updated successfully
current 'threshold _percent' attribute value: 80

Hacrpoiika penalty_period_sec (mepexoaHblii nepuon):

flxgate-
host#rhi.upstreams.http_backend_cluster_rr.healthy states.healthy>penalty period_sec<

current 'penalty period_sec' attribute value: ©
> 30

Cluster health states updated successfully
current 'penalty_period_sec' attribute value: 30

5.11.4.43 Hactpoiika nopora aBapuifHOro COCTOSTHHUS
JInist HACTPOMKH MOpoTra aBapUIHOTO COCTOSTHUS Tiepeiiaute B MeHio unhealthy:

flxgate-host#rhi.upstreams.http_backend_cluster_rr.healthy states>unhealthy<

flxgate-host#rhi.upstreams.http_backend_cluster_rr.healthy states.unhealthy>
Hacrpoiika threshold_percent (mpoueHT He310pPOBBIX XOCTOB):

flxgate-
host#rhi.upstreams.http_backend_cluster_rr.healthy states.unhealthy>threshold percent<

current 'threshold_percent' attribute value: 100

> 50
Cluster health states updated successfully
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current 'threshold_percent' attribute value: 50
Hacrpoiika penalty period_sec (mepexoanblii nepmon):

flxgate-
host#rhi.upstreams.http_backend cluster_ rr.healthy states.unhealthy>penalty period sec<

current 'penalty_period_sec' attribute value: ©
> 60

Cluster health states updated successfully
current 'penalty period sec' attribute value: 60

5.11.4.4.4 TIpocMOTp KOHPUTYPAIMH ITOPOTOB COCTOSHUI

Jl1st mpocMOTpa MOTHOM KOH(PUTYpAIMK TTOPOTOB COCTOSHHIA KiIacTepa UCIIOIb3yHTe KOMaHIy --ShOW:

flxgate-host#rhi.upstreams.http_backend_cluster_rr.healthy states>--show¢

{

"healthy": {
"threshold_percent": 100,
"penalty period_sec": ©

bs

"unhealthy": {
"threshold_percent": 100,
"penalty period_sec": ©

¥

¥

5.11.5 JocTynHble KOMaH/bI

5.11.5.1 Komanns! B ritaBHOM MeHIO RHI

e api — mepexoj B MeHIO HacTpoiiku API

o bgp — nmepexox B meHro HacTpoiiku BGP mpasuin

e uUpstreams — nepexoj B MEHIO HACTPOUKH ITOPOTOB COCTOSTHUI upstream KJ1acTepoB
o --back — Bo3Bpar B npenbiaAyIIICe MEHIO

e —eXit— Brixox u3 CLI

o --help — cmpaBka

e --Clear — ouwmcrka sxpana

5.11.5.2 Komanasl B MeHro BGP nipaBun

e --Create — co3ganue HoBoro BGP npasuia
e --back — Bo3Bpar B meHto BGP
e --Show — npocMoTp nosiHOM KOH(HUTyparuu (B MEHIO KOHKPETHOTO TIPaBHUIIA)

5.11.5.3 Komansl B MEHIO Upstream KJ1acTepoB

e --add — mobaBiieHue KiacTepa Ui OTCIICKUBAHHMS
e --back — Bo3Bpar B rimaBaoe Mento RHI

e --ShOW — mpocMoTp KOH(HTYpaIu NOPOroB cocTosiHuUi (B MeHro healthy states)
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5.11.6 IIpumepbl HCOJIHL30BAHMSA

5.11.6.1 Ilpumep 1: Ilomnas Hactpoiika RHI

# 1. Hactpoika API

flxgate-host#rhi>api<

flxgate-host#rhi.api>urlé

current 'url' attribute value: http://flxgate-host:8080/
> http://flxgate-host:8080/¢
flxgate-host#rhi.api>interval_sec<

current 'interval_sec' attribute value: 5

> 104

flxgate-host#rhi.api>--backd

# 2. Co3paHue BGP npasuna

flxgate-host#rhi>bgp+<

flxgate-host#rhi.bgp>rules«

flxgate-host#rhi.bgp.rules>--create bgpl 172.16.1.1/32 5 SERVICES_OUT least_one<
Creating BGP rule bgpl...

BGP rule bgpl created successfully

# 3. [lobaBneHue knacTepoB B MNpaBuso

flxgate-host#rhi.bgp.rules>bgpl¢
flxgate-host#rhi.bgp.rules.bgpl>upstreams<
flxgate-host#rhi.bgp.rules.bgpl.upstreams>--add http_backend_cluster_rrd
Cluster http_backend_cluster_rr added to rule bgpl
flxgate-host#rhi.bgp.rules.bgpl.upstreams>--add http_backend_cluster_lrd
Cluster http_backend_cluster_1lr added to rule bgpl
flxgate-host#rhi.bgp.rules.bgpl.upstreams>--back¢

# 4. HacTpoiika noporoB gna knacrtepa

flxgate-host#rhi>upstreams¢

flxgate-host#rhi.upstreams>http_backend_cluster_rr
flxgate-host#rhi.upstreams.http_backend cluster_rr>healthy states<
flxgate-host#rhi.upstreams.http_backend cluster_rr.healthy states>healthy<

flxgate-

host#rhi.upstreams.http_backend_cluster_rr.healthy_ states.healthy>threshold percent¢
current 'threshold _percent' attribute value: 100

> 804

5.11.6.2 TIpumep 2: [IpocmoTp KOHPUTYpaLIUU

# MpocmoTp KOHPUrypauum BGP npaBuna
flxgate-host#rhi>bgp rules bgpl --show¢

{
"name": "bgpl",
"vip": "172.16.1.1/32",
"seq": 5,
"route_map": "SERVICES_OUT",
"unhealthy mode": "least_one",
"upstreams": [
"http_backend_cluster_rr",
"http_backend_cluster_1r"
]
}

# lMpocMOTp NMOpPOroB COCTOAHUIA KnacTepa
flxgate-host#rhi>upstreams http_backend_cluster_rr healthy_states --show¢
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{
"healthy": {
"threshold percent": 80,
"penalty period sec": ©
s
"unhealthy": {
"threshold_percent": 100,
"penalty period sec": ©
}
}

5.11.7 Ilpumeuanus

@ Coger: Hcnonp3yiTe KITaBUINY TaOyJISAIUH JIJIs aBTOIOIOIHSHHS U TPOCMOTpPa JOCTYITHBIX
KOMAaHII U 00BEKTOB.

/A Baxno: Usmenenns B konpurypauuu RHI npumenstorcs nemenenno. Y 6eaurecs, 4to Bce
apaMeTpbl HACTPOEHBI KOPPEKTHO MEPE COXPAHEHUEM.

[ Mpumeuanne: Knacreps! 10KHBI ObITH CO3JaHEI B CHCTEMe Tepes 1o0aBnenueM ux B BGP
MpaBWia WK HACTPOMKON MOPOTOB COCTOSHUM.

5.12¥YnpaBieHue nojib30BaTeIsiIMU

5.12.1 O630p

CLI npeaoCTaBILACT UHTCPAKTUBHYIO CCKIUIO AJIA YITPABJICHUS ITOJIB30BATCIISIMU CUCTCMBI.

5.12.2 CTpykTypa MeHI0

flxgate-host#usersd
IIpu BXOozi€ B CEKIIMIO users OTKPBIBACTCS MOJAMEHIO IS YIIPABICHUS MOJIb30BATEISMH:

flxgate-host#users>

5.12.3 KomaHabl MEHIO
5.12.3.1 Crnucox 1oJjib30Bareiei

HpI/I BXO0JI€ B CCKIIMIO aBTOMAaTHUYCCKU 0T06pa)KaeTCﬂ CHHCOK BCEX ITOJIB30BATEICH CUCTEMBI:

flxgate-host#users>

Username Roles Active Created

admin [admin] true 2024-01-15 10:30:00
operator [user] true 2024-01-16 14:20:00
auditoril [auditor] true 2024-01-17 09:15:00
viewer [auditor, user] true 2024-01-18 11:45:00

5.12.3.2 PaboTa ¢ KOHKPETHBIM I10JIb30BaTEIEM

I[J'I}I KaXXJ101ro 1moJib30BaTeiid CO3JaCTCa KOMaHa C HUMCHEM I10JIb30BaTCIIA:

flxgate-host#users>adminé
[Tpu BBIOOpE MOMB30BATEINS OTKPHIBAETCS TTOAMEHIO TSI YITPABJICHHUS STUM T0JIb30BATEIIEM:
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flxgate-host#users.admin>

5.12.3.2.1 KomaHasl B IOAMEHIO [10JIb30BATEIIS

password - I3BMEHUTH NAPOJIb I10JIb30BATLIIA

3ampamBaeT HOBBIH MMapoJib (C MOATBEPIKIACHUEM )

[Tapons HE 0TOOpaXKaeTCs MPU BBOAC

roles - YIpaBJICHHUE POJISIMHU TIOJIb30BATEIIS

OTto0OpaxxaeT TeKyIue poiu

[To3BosisieT 100aBUTH/yIaTUTh POJIU

Bamuaupyet ponu (Tosbko: admin, user, auditor)

active - aKTUBHPOBATh/ICAKTHBUPOBATH TI0JIH30BATEIIS
[epexmtouaer craTyc active MOIB30BATEINS
JleakTHBUPOBaHHBIC MTOJIB30BATEIIN HE MOTYT BOWTH B CUCTEMY
- -show - TTOKa3aTh MOJIHYIO0 HH(POPMAIIHIO O MOJIE30BATENIE
Otobpaxkaet: username, roles, active status, created date, last modified
--delete - yIaJuTh IOJIB30BATECIA

Tpebyet nmonTBep aCHUS

VY nansger noabp30BaTeNA U3 CUCTEMBI

5.12.3.3 Co3maHue HOBOI'O MOJIb30BaTEIIS

flxgate-host#users> --create¢
HurtepakTuBHbI nporecc co3ganus: 1. 3anmpoc UMeHH 1mojp30Baress (username) 2. 3anpoc napods (¢

MOJITBEPKJIEHUEM, CKPBITHIN BBOA) 3. BB1OOD poselt (MOXKHO BHIOpATh HECKOJBKO): - admin -
AnmuHucTpatop - user - [Tonb3oBarens - auditor - Ayautop

HpHMep HHTCPAKTUBHOI'O CO3JIaHUS:

flxgate-host#users> --created
Username: operator

Password:

% >k Kk ok %k k k

Confirm password: ******xx
Select roles (comma-separated: admin,user,auditor): user
User 'operator' created successfully

5.12.3.4 OGHOBIIEHHE TT10JIL30BATENS

flxgate-host#users>admin<
flxgate-host#users.admin> password
New password: *¥¥¥**kk

Confirm password: *¥¥*kk*xx
Password updated successfully

flxgate-host#users.admin>roles<

Current roles: [admin]

Available roles: admin, user, auditor
Enter roles (comma-separated): admin,user
Roles updated successfully

flxgate-host#users.admin>active<
Current status: active
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Toggle to inactive? (y/n): n
Status unchanged

5.12.3.5 HaBuramus

e --back - BEpHYTBLCS B IpeAbIAYIIEC MEHIO

e --help - IOKa3aTh CIIPaBKy 10 KOMaHJAaM

5.12.4 PojseBast Mmoaejib
5.12.4.1 Ponu nojsib3oBareneu
Cuctema noAep>KUBaACT TPU POJIM C PA3TMIHBIMU YPOBHSIMHM JIOCTYIIA:

5.12.4.1.1 1. admin (AxmunHCTpaTOp)

o IMoaubii HOCTYII Ko BCEM onepanusM B CUCTEME
e Mosker ynpaBisaTh NOJIb30BATENAMHU (CO3/1aHNE, H3MEHEHUE, YIaJICHHE)

e MokeT U3MEHSTh KOH(UTYpAIHIO Y3JI0B 00paboTKu Tpaduka, upstream KJI1acTepos,
downstream

e Moxer ynpaBisiTh CepTHPHUKATAMU
e MoxeT U3MEHATH CETEBbIE HACTPONKHU

. ,Z[OCTYH KO BCEM OIICpalMiaM YTCHUA U 3aIlIMCU
5.12.4.1.2 2. user (IToab30Barens)

ba3oBblii JOCTYII i paboThI ¢ KOHPUTrypanuen

MoskeT mpocMaTpuBaTh KOHGHUryparuio (y3asl 00paboTku Tpaduka, upstream KJ1acTepos,
downstream)

MoxeT U3MEHATh KOH(I)I/Il"ypaI_II/IIO (CO3I[aHI/IC, HU3MCHCHHC, y,[[aJ'ICHI/Ie)

Mosker ynpaBisTh cepTUPUKaTaMU

He mo:xer YIPABIIATE [10JI30BATEIISIMU

« He MoKeT usmensars cucremusie HaCTPOUKHU

5.12.4.1.3 3. auditor (Ayaurop)

ToJBKO YTE€HHE s MOHUTOPHHIA U ayduTa

MoskeT mpocMaTpuBaTh KOHGHUrypamuio (y3asl 00paboTku Tpaduka, upstream KJ1acTepos,
downstream)

MoskeT mpocMaTpuBaTh CIUCOK MOJb30BaTenel (0e3 mapoeil)

MoskeT mpocMaTpuBaTh CEPTUPUKATHI U CEKPETHI

He MokeT usmensrs KOH(PHUTYpAITHIO

He mo:xer YIPABIATE I10JI30BATEIISIMU

He Mo:KeT cospapars um YAAJIATh PECYPCHI
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5.12.4.2 MHOXECTBEHHBIE POJIU

[Top30BaTe L MOKET UMETh HECKOJIBKO poJiei ogHoBpeMeHHO. [IpaBa gqoctyna ooweaunstorces (OR

JIOTHKA):

["admin"] - TOJBKO aAMUHUCTPATOP (MIOJIHBIN JOCTYII)

["user"] - TOJBKO MOJIB30BATENb (0a30BBIN JOCTYII)

["auditor"] - TOJBKO ayJUTOP (TOJIBKO YTEHHUE)

["admin", "user"] - aIMUHHCTPATOP U MOJH30BATENH (IOJTHBIA TOCTYII, H30BITOYHO)
"user", "auditor"] - moip30BaTeNb U AyAUTOP (0a30BBIA AOCTYH + YTCHHUE)

["admin", "auditor"] - aAMHUHHUCTPATOP U ayaUTOP (MOJIHBIN JOCTYI)

HpnMeanne: Posib admin Bcerja gaeT moiaHbINA AOCTYII, HE3aBUCUMO OT APYTUX POJICH.

5.12.4.3 Banupganus ponei

[Ipu cozmanum moap30BaTels TpeOyeTCs yKa3aTh XOTs ObI OJIHY POITh
JonyckaroTcs TOIBKO poau: admin, user, auditor

HpI/I OOHOBJIEHUH poneﬁ HCO6XOI[I/IMO YKa3aTb BCC POJIM, KOTOPBIC NOJIKHBI OBITh y
IIOJIB30BaTCIIA

Ponu BanmuaupyroTcst Ha CTOPOHE cepBepa

5.12.5 IIpumepbl HCIOJIH30BAHUSA

5.12.5.1 Co3nanue agMuHUCTpaTOpa

flxgate-host#users> --create

Username:
Password:

admin
k 3k >k ok sk k sk ko

Confirm password: ****xxxxx
Select roles: admin
User 'admin' created successfully

5.12.5.2 Co3nanue oneparopa ¢ mpaBaMu MOJIb30BATEIIS

flxgate-host#users> --create
Username: operator

Password:

% >k Kk ok %k k k

Confirm password: ****xxxxx
Select roles: user
User 'operator' created successfully

5.12.5.3 Co3znanue aynuropa

flxgate-host# users> --create

Username:
Password:

auditoril
% %k %k ok % % % %

Confirm password: ****xxxxx
Select roles: auditor
User 'auditorl' created successfully

5.12.5.4 3meHeHue posiet oab30BaTeNs

flxgate-host# users>operator<
flxgate-host# users.operator>roles
Current roles: [user]

Available roles: admin, user, auditor
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Enter roles (comma-separated): user,auditor
Roles updated successfully

5.12.5.5 JleakTuBaIus MoJIb30BaTEIIs

flxgate-host# users>operator<
flxgate-host# users.operator> active
Current status: active

Toggle to inactive? (y/n): vy

User ‘'operator' deactivated successfully

5.12.5.6 IIpocmoTp MHPOPMALINHU O TIOIH30BATEINE

flxgate-host# users>adminé
flxgate-host# users.admin>--show¢
Username: admin

Roles: [admin]

Active: true

Created: 2024-01-15 10:30:00

Last Modified: 2024-01-20 15:45:00

5.12.6  YiamaneHue mojb30BaTEIsd

flxgate-host# users>operator<

flxgate-host# users.operator>--deleted

Are you sure you want to delete user 'operator'? (y/n): vy
User 'operator' deleted successfully

5.13 ¥ Application Programming Interface (API)

fIxGATE npenocrasnser REST API nnia ynpaBnenus konpurypanueit cucremsl. APl ucnonsiyet

JSON myist o6mena ganabiMu 1 ogaepskuBaet JWT apropuzanuio.

5.13.1 Swagger 10KyMeHTaIUs

API nonHocThio JOKyMeHTHpOBaH uepe3 Swagger/OpenAPI cnennduxanuto. Swagger Ul nocrynen

AJII UHTCPAKTUBHOT'O ITPOCMOTPA U TCCTUPOBAHUS APL

5.13.1.1 Toctym k Swagger Ul

ITocne 3amycka API cepBepa Swagger noKyMeHTalMsl JOCTyIIHA 110 aJIpeCy:

e Swagger Ul: http://flxgate-host:10801/swagger/index.html
e JSON cneunduxanus: http://flxgate-host:10801/swagger/doc.json
e YAML cnenuduranus: http://flxgate-host:10801/swagger/swagger.yaml

5.13.2 ba3osslii URL
ITo ymomuanuto API cepBep 3amyckaercs Ha agpece http://flxgate-host:10801.
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5.13.3 ®opmMar 1aHHBIX

API ucnionszyet JSON miis oOMeHa JaHHBIMH. Bee 3ampochl M OTBETHI JOJIKHBI HMETh
3aroJIoBOK Content-Type: application/json.

5.13.4 ABTopu3auus
API nognepxusaer JWT (JSON Web Token) aBropuzaruto.

5.13.4.1 Ucnonp30BaHUE TOKEHA
Jlyis mocTyma K 3alMieHHbIM SHAmonHTaM 100aBbTe JWT TOKEH B 3arojioBOK 3ampoca:

Authorization: Bearer <your-jwt-token>

5.13.5 OcHoBHbBIE IPYNIIBI SHANONHTOB

5.13.5.1 Ayrenruduxanus

e POST /auth/login — momyuyenue JWT TokeHa
e GET /auth/validate — mpoBepka BaIMAHOCTH TOKEHA

5.13.5.2 V3161 00paboTKH Tpaduka

e GET /nodes — CIMCOK BCEX Y3J10B

e GET /nodes/{node_id} — undopmanus 06 y3ie

e POST /nodes/{node_id} — co3nmanue y3na

e DELETE /nodes/{node_id} — ynanenue y3ia

e PUT /nodes/{node_id}/config/on — BkiItOUEHUE pexxuMa KOHPUTypallun

e PUT /nodes/{node_id}/config/off — BeIKIIOUEHHE peKUMA KOHPUTYpALIUU
e POST /nodes/{node_id}/config/publish — mybOiukaius KOHPUTYypaIuu

e GET /nodes/{node_id}/config/versions — cnucok BepcHuil KOHPUTYpaAIIUU

5.13.5.3 Upstream knactepsl

e GET /nodes/{node_id}/clusters — cnmcoOK KJIaCTEPOB y3Ja

e GET /nodes/{node_id}/clusters/{cluster_name} — uHdbopmaIus o Kiacrepe
e POST /nodes/{node_id}/clusters — co3naHue Kiacrepa

e PUT /nodes/{node_id}/clusters/{cluster_name} — oOHOBIIeHHE KJIacTepa

e DELETE /nodes/{node_id}/clusters/{cluster_name} — ynajieHHE KilacTepa

5.13.5.4 Downstream listeners

e GET /nodes/{node_id}/listeners — cmucok listeners y3ma

e GET /nodes/{node_id}/listeners/{1lnr_name} — undopmamus o listener
e POST /nodes/{node_id}/listeners — co3manue listener

e PUT /nodes/{node_id}/listeners/{1lnr_name} — obOnoBienue listener

e DELETE /nodes/{node_id}/listeners/{1lnr_name} — ynaneuue listener
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5.13.5.5 llenouku GpuIbTPOB

e GET /nodes/{node_id}/listeners/{1lnr_name}/filter_chains — CIHCOK LIEIOYEK
¢GmIETPOB

o GET
/nodes/{node_id}/listeners/{1lnr_name}/filter_chains/{filter_chain_name}
— uHbopmanus o nenovxke GpuIbTPoOB

e POST /nodes/{node_id}/listeners/{lnr_name}/filter chains — co3gaHue
LEMOYKH (PUIBTPOB

o PUT
/nodes/{node_id}/listeners/{1lnr_name}/filter_chains/{filter_chain_name}
— OOHOBJICHHUE TIETTOYKH (PUITHTPOB

e DELETE
/nodes/{node_id}/listeners/{1lnr _name}/filter chains/{filter_chain_name}
— y/aJeHue HenovYKu GUIbTPOB

5.13.5.6 ®unwtpsr listeners

e GET /nodes/{node_id}/listeners/{lnr_name}/listener_filters — cmnmcok
¢dunbTpoB listener

e GET
/nodes/{node_id}/listeners/{1lnr_name}/listener filters/{filter name} —
uHpopmanus o GpuIbTpe

e POST /nodes/{node_id}/listeners/{1lnr_name}/listener_ filters — co3maHue
¢dmibTpa

e PUT
/nodes/{node_id}/listeners/{1lnr_name}/listener_filters/{filter_name} —
oOHOBINEHHE (DUIBTPA

e DELETE
/nodes/{node_id}/listeners/{1lnr_name}/listener_filters/{filter_name} —
ynanenue GpuibTpa

e PUT
/nodes/{node_id}/listeners/{1lnr_name}/listener_filters/{filter_name}/pos
ition — u3MeHeHue no3unuu GubTpa

5.13.5.7 TLS ceprudukats

e GET /secrets — CIMCOK BCEX CEKPETOB
e GET /secrets/tls_certificates — cmucok TLS ceprudukarton

e GET /secrets/tls_certificates/{secret_name} — undopmanus o TLS
ceptuduxare

e POST /secrets/tls certificates — co3manme TLS ceptudukara
e PUT /secrets/tls_certificates/{secret_name} — obnoBnenue TLS ceptudukara

e DELETE /secrets/{secret_name} — ynajieHue cekpera
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5.13.5.8 Konrekcrs! Basmmaanuu TLS

e GET /secrets/validation_contexts — CIIMCOK KOHTEKCTOB BAJIMAALIUHA

e GET /secrets/validation_contexts/{secret_name} — uHpopManus 0 KOHTEKCTE
BaJIW 1Al

e POST /secrets/validation_contexts — co3gaHWE KOHTEKCTA BATUIAIA

e PUT /secrets/validation_contexts/{secret_name} — oOHOBICHHE KOHTEKCTa
BaJIW 1Al

5.13.5.9 Iloap3oBarenu

e GET /users — CIHCOK I10JIb30BaTeeh

e GET /users/{username} — uH(pOpMAaLHUs O IOIH30OBATEIEC
e POST /users — CO3aHUE OJIb30BATEIIA

e PUT /users/{username} — oOHOBJICHHE IIOJIb30BATEIISA

e DELETE /users/{username} — yaajJeHue I10J1b30BaTENA

5.13.6 Koawbl oTBeTOB

API ucnonszyer cranaaptasie HT TP koabl 0TBETOB:

e 200 OK — yCHElIHbIH 3anpoc

e 201 Created — pecypc yCHELIHO CO3aH

e 204 No Content — ycnemHoe ynaieHnue (0e3 Tena oTBeTa)

e 400 Bad Request — HEBEpHBII 3a1POC

e 401 Unauthorized — tpeOyercs aBTOpU3aLUs

e 403 Forbidden — HeZOCTATOYHO MPAB JOCTYIIA

e 404 Not Found — pecypc He HalAcH

e 409 Conflict — KOHQIUKT (HaIpUMEp, PECYPC YKE CYILIECTBYET)

e 500 Internal Server Error — BHYTpPEHHss OoIINOKa cepBepa

5.13.7 ®opmar omuodoK

[Tpu BozHukHOBeHnHU ommbOku API Bo3BparaeT oTBeT B cieayromieM dpopmare:

{

"errors": [

{

}
]
}

"message": "OnucaHue ownbkmn"

5.13.8 Ilpumepsbl HCNOJIBL30BAHUSA

5.13.8.1 IlonyueHue crnucka y3JaoB

curl -X GET http://flxgate-host:10801/nodes \
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-H "Authorization: Bearer YOUR_JWT_TOKEN" \
-H "Content-Type: application/json"

5.13.8.2 Coznanue y3na

curl -X POST http://flxgate-host:10801/nodes/nodel \
-H "Authorization: Bearer YOUR_JWT_TOKEN" \
-H "Content-Type: application/json"

5.13.8.3 Tlomydenune napopMauu 0 KiacTepe

curl -X GET http://flxgate-host:10801/nodes/nodel/clusters/http_8080 web-api \
-H "Authorization: Bearer YOUR_JWT_TOKEN" \
-H "Content-Type: application/json"

5.13.9 JlonoHuTenbHast uHGopManus

J1s1 HOTHOM TOKYMEHTALMK BCEX SHANOMHTOB, IAPAMETPOB 3aIIPOCOB U OTBETOB HCIIOIb3YHTE
Swagger Ul mo agpecy http://flxgate-host:10801/swagger/index.html.
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6 Mapmpyrusanus

6.1 BGP (Border Gateway Protocol)

e Pexum Active-Active
e Pexum Active-Standby

6.2 RHI (Route Health Injection)

RHI (Route Health Injection) mo3BossieT Ha OCHOBaHHWHM JIAHHBIX O COCTOSIHUM Uupstream KJIacTepoB
JMHAMUYECKH YIPABIATh MaplIpyTaMu, aHOHCUpYeMbIMH TTpoTokosiamu BGP i OSPF.

VYnpasieHne MapipyTaMu OCYIIECTBIISIETCS C TOMOIIBI0 aBTOMAaTHUECKOTO OT3hIBA/BOCCTAHOBIICHHUS
npeUKCOB MPH U3MEHEHUH COCTOSIHUA Upstream KJIacTepoB.

s nactpoiiku RHI Heo0X01uMO BBHITOTHUTH CIEAYIOUINE Iaru:

6.2.1 BbiOop upstream KJiacTepoB

Bribepure upstream kiactepa, COCTOSIHHSI KOTOPBIX OYIYT OTCIICKHUBATHCS JIJIsl YIIPABICHUS
MapuipyTaMHu.

6.2.2 HacTpoiika HoporoB cocTOSTHUM

Jlnst Kakioro upstream KjacTepa yKaKuTe oporu cocrosinuii healthy states:

ITopor mopmansroro (healthy) cocrosiaus:

o threshold_percent — mporeHT 310pOBBIX XOCTOB IS HOPMAILHOTO COCTOSIHUS

e penalty_period_sec — mepexoHbli MepHo/I B CEKYHIaX
IMopor aBapwuiinoro (Unhealthy) cocrosiaust:

o threshold_percent — mporeHT HE310pOBBIX XOCTOB JIJISl ABAPUIHOTO COCTOSHHS

e penalty_period_sec — mepexoHbli MepHo/I B CEKYHIaX

6.2.3 Hactpoiika BGP npaBua

Hactpoiite BGP npaBuia, ykazaB ajisi KakJ10T0 U3 HUX

o CoOOTBETCTBYIOIIMI CIIMCOK Upstream KJIacTepoB, BEIOPaHHBIX Ha Imare |
e VIP-ampec
o Sequence HOMep NpePUKC JTUCTA

e Pexum mepexoja B aBapuiiHOE COCTOSTHUE (HUKOT/IA, TT0 HEAOCTYITHOCTH XOTS OBl OJTHOTO
upstream Kjactepa, o HeIOCTYITHOCTH BCeX upstream Ki1acTepoB)
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7.1 Metrpuknu

PGATE

Orncanne Bcex TOCTYMHBIX Prometheus meTpuk, koTopeie s3xcnoptupytores FlxGate DataPlane depes

SHIANOUHT /stats/prometheus.

7.1.1 Conep:xanue pasaesa

7.1.2 MeTpuku cepBepa

Mertpuku crnymareneii (Listeners)

1. Mertpuku ceppepa

2.

3.

4. Mertpuxku knactepoB (Clusters)
5. Merpuku TLS/SSL

6. Metpuku TCP

7. Merpuxu QUIC

8.

9.

MeTtpuku MeHeKepa KIacTepoB

Metpuxu HTTP Connection Manager

MeTtpuku MEHEKEPA CITylIaTeen

MeTtpuku cepBepa HaxoATCsl B IPOCTPAHCTBE UMEH Server.* 1 ONUCHIBAIOT 00I1ee COCTOSTHUE

sx3emiutsapa FIxGate DataPlane.

Metpuka ‘ Tvin OnucaHwne

server.uptime Gauge TekyLee Bpems paboTbl cepBepa B CeKyHAaxX

server.concurrency Gauge KoanyectBo paboumx noTokoB

server.memory_allocated Gauge TekyLimin 06beM BbifeNeHHON NamaT B baiTax. CymMa Ans HOBOToO
u ctaporo npotieccos FIxGate DataPlane npwu hot restart

server.memory_heap_size Gauge TekyLUMI 3ape3epBUPOBaHHbIV pa3mep Kyuu B HaliTax. Pasmep Kyum
HoBoro npouecca FIxGate DataPlane npwu hot restart

server.memory_physical_size Gauge Tekyuiast oueHKa obLero Koavyectsa 6anT Gpusnyeckor namsTu.
Pazmep pusnueckon namsat HoBoro npouecca FIxGate DataPlane
npw hot restart

server.live Gauge 1, ecv cepBep He HaxoanTcs B pexxume draining, nHaye 0

server.state Gauge Tekyllee cOCTOsIHNE cepBepa

server.parent_connections Gauge ObLuee KONMYECTBO CoeanHeHUI ctaporo npotecca FlxGate
DataPlane npw hot restart

server.total_connections Gauge Ob6LLee KONMYECTBO COEAMHEHMWI 415 HOBOTO U CTapoOro NpoLLeccoB
FIxGate DataPlane

server.version Gauge LlenouncneHHbln Homep Bepcun Ha ocHoBe SCM peBu3un
MW stats_server_version_override, €C/1U YCTAHOBJIEH

server.days_until first_cert_expir Gauge KonnuecTso AHeli A0 UCTeUeHWA CaeaytoLLero ynpasaseMoro

— cepTdmKaTa

server.seconds_until first_ocsp_re Gauge KonnyectBo cekyHA A0 NCTEUEHWA CefyroLLero ynpaBasemMoro

sponse_expliring OCSP oTBeTa

server.hot_restart_epoch Gauge Tekyuiast arnoxa hot restart - Luenoe uncio, nepegaHHoe yepes paar

KOMaH,ﬂ,HOIz CTPOKM --restart-epoch, 06bIUHO yKa3sbiBatoLlee
NOoKos1IeHNE
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Metpuka ‘ Twvn OnucaHue

server.hot_restart_generation Gauge TekyLee nokoneHwe hot restart - kak hot_restart_epoch, HO
BbIUNCANAETCA aBTOMATMYECKM MyTeM MHKPEMeHTa OT poaunTens

server.initialization_time_ms Histogram Ob6uiee Bpems nHMUManu3aumm FixGate DataPlane B
MUAAMCeKkyHAax. Bpems oT 3amycka cepsepa 40 rOTOBHOCTM
pabounx NOTOKOB MPUHMMATb HOBble COeAVNHEHNS

server.debug_assertion_failures Counter Konnuectso owwmbok debug assertion, o6HapyseHHbIX B release
cbopke, ec/n CKOMMAUANPOBAHO C - -define
log_debug_assert_in_release=enabled, MHa4e 0

server.flxgate_bug_failures Counter KonunuecTso ownbok, obHapyxeHHbIX B release cbopke. Coobiynte
06 olNBKe, eCcM 3TO 3HaUEHME YBEeAMUMBAETCH, Tak Kak 3TO MOXeT
6bITb CEPbE3HO

server.static_unknown_fields Counter KonmyecTBo cooblieHuii B cTaTnueckoii KoHdUrypaLmm ¢
HEeM3BEeCTHLIMM NOAAMM

server.dynamic_unknown_fields Counter KonnuecTso coobLieHnii B AMHAMUUYECKON KOHOUTypaLmm ¢
HeM3BECTHLIMM NOAAMM

server.wip_protos Counter KoanyectBo coobLieHni 1 nonen, moMmeyeHHbIx kak work-in-
progress, KOTOpble NCMO/b3YOTCA

server.compilation_settings.fips_m Gauge Llenoe uncno, npeactaenstollee, asasetca am cbopka FlxGate

HiS DataPlane FIPS coBMeCcTMMOW WUan HeT

7.1.3 Metpuku caymarteJeii (Listeners)

Mertpuku ciymareneil HaX0IATCsl B IPOCTPAHCTBE
uMeH listener.<address>.* (unu listener.<stat_prefix>.*, ecnu stat_prefix He mycToii).

7.1.3.1 OcHOBHBIC METPUKH CITyIIATEIIS

MeTtpuka

T OnucaHune

listener.<address>.downstream_cx_total Counter ObLLee KONMYECTBO COBAMHEHNI
listener.<address>.downstream_cx_destroy Counter | Obliee KOAMYECTBO YHUUTOXKEHHbIX COSAMHEHMI
listener.<address>.downstream_cx_active Gauge ObLee KONMYECTBO aKTUBHbIX COEANHEHUI
listener.<address>.downstream_cx_length_ms Histogram | JnuTenbHOCTb COeAVHEHUs B MULINCEKYHAAX
listener.<address>.downstream_cx_transport_socket | Counter | Obuwiee KONMUECTBO COEAMHEHUI, KOTOPbIE MPEBLICMM
—connect_timeout TaliMayT BO BpeMA NeperoBopoB TPaHCMOPTHOIO COKeTa
listener.<address>.downstream_cx_overflow Counter | O6Lee KOANYECTBO OTKIOHEHHbIX COEAMHEHWIA 13-3a
OrpaHNyYeHNs IMMWTa COeAVHEHWIA CayliaTens
listener.<address>.downstream_cx_overload_reject Counter | ObLuee KOAMYECTBO OTKIOHEHHbBIX COBAMHEHMI 13-3a
HaCTPOEHHbIX AeCTBUIA Meperpyskm
listener.<address>.downstream_global_cx_overflow Counter | ObLuee KOANYECTBO OTKIOHEHHBIX COEAMHEHWIA 13-3a
rn106aibHOIo IMMNTA COEANHEHNIA
listener.<address>.connections_accepted_per_socke Histogram | KosnuyecTBo coeAnHeHWR, MPUHATBIX 3a COBbITUE cokeTa
t_event caywatens
listener.<address>.downstream_pre_cx_timeout Counter | CokeTbl, KOTOpbIe MPEBbICUAN TaliMayT BO BpeMs
06paboTkm dUNLTPOB cayLlaTens
listener.<address>.downstream_pre_cx_active Gauge CokeTbl, KOTOpbIe B HacTOsALLEe BPeMs NPOXOAAT
06paboTKy GUAbTPOB CayLlaTens
listener.<address>.extension_config _missing Counter | ObLyee KOAMYECTBO COEANHEHUI, 3aKPbITbIX M3-3a
OTCYTCTBUA KOHPUIypaLmMK pacluMpeHmns duabtpa
caywatens
listener.<address>.network_extension_config missi Counter O6liee KONMUECTBO COBAMHEHUIA, 3aKPbITbIX N3-3a
ng OTCYTCTBMA KOHOUIypaLMy paclLMPEHUs CETEBOrO
duabTpa
listener.<address>.no_filter_chain_match Counter | ObLyee KONMYECTBO COEANHEHUI, KOTOPbIE He
COOTBETCTBOBA/IN HU O/HOM Lienouke GUALTPOB
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MeTtpuka Tun Onucanne
listener.<address>.downstream_listener_filter_rem | Counter | Obuiee KONMUECTBO COBAMHEHUI, 3aKPbITLIX YAaNEHHOM
oterclose CTOpPOHOM Npw peek AaHHbIX A GUABTPOB CyLiaTens
listener.<address>.downstream_listener_filter_err Counter ObLiee KONMYECTBO OLIMBOK UTeHMA Npu peek gaHHbIX
=i ANA GUABTPOB CalyLLlaTeNs

7.1.3.2 Mertpuku no oopadorunkam (Per-handler)

Kaxnpiil cinymarens UMeeT JOMOJIHUTENBHBIE METPUKHU B IPOCTPAHCTBE
nMeH listener.<address>.<handler>.*, roe <handler> MoxeT
ObITh main_thread, worker_0, worker_1 u T.1.

Metpuka Tun ‘ OnucaHune
listener.<address>.<handler>.downstream_cx_total Counter | Obuiee KONMYECTBO COEAMHEHUI Ha STOM 06paboTumKe
listener.<address>.<handler>.downstream_cx_active Gauge ObLLee KONMUYECTBO aKTUBHBIX COAMHEHWI Ha 3TOM

obpaboTumnke

7.1.3.3 Merpuku UDP

MeTtpuka Tun OnucaHune
listener.<address>.udp.downstream_rx_datagram_dropped Counter | KoanuecTso gatarpamm, OTOPOLLEHHbIX 13-3a

nepenosiHeHnAa aapa Ui yceyeHua

7.1.4 Merpuxku HTTP Connection Manager

Metpuku HTTP Connection Manager HaxoasTcsi B IpocTpaHCTBe UMeH http.<stat_prefix>.*.

7.1.4.1 Coenunenus

Mertpuka ‘ Tun OnucaHune
http.<stat_prefix>.downstream_cx_total Counter ObLee KONMUECTBO COEANHEHNIN
http.<stat_prefix>.downstream_cx_ssl_total Counter O6Lee koanuectso TLS coegnHeHmn
http.<stat_prefix>.downstream_cx_httpl_total Counter O6uiee koandectso HTTP/1.1 coeanHeHui
http.<stat_prefix>.downstream_cx_upgrades_total Counter O6Luee KONMYECTBO yCneLlHO 06HOBAEHHbIX

COeAMHEHUN. Tak>Ke yUnUTbIBAOTCS Kak obLiee
koanyectBo http1/http2 coeanHeHwn
http.<stat_prefix>.downstream_cx_http2_total Counter O6uee konnuectso HTTP/2 coeanHeHuii
http.<stat_prefix>.downstream_cx_http3_total Counter O6uee konnuectso HTTP/3 coeavHeHWiA
http.<stat_prefix>.downstream_cx_destroy Counter ObLiee KONMYECTBO YHUUTOXEHHbBIX COAUHEHNI
http.<stat_prefix>.downstream_cx_destroy_remote Counter | O6Lyee KONMYECTBO COEANHEHWA, YHUUTOXEHHbIX W3-
3a yaJeHHOro 3aKpbITUS
http.<stat_prefix>.downstream_cx_destroy_local Counter ObLLee KONMYECTBO COEANHEHUN, YHUUTOXEHHDBIX W3-
3a JIOKaNbHOTO 3aKpPbITUA
http.<stat_prefix>.downstream_cx_destroy_active_rq Counter | ObLiee KOANUECTBO CORANHEHNA, YHNUTOXEHHBIX C
1+ aKTUBHbIM 3aNpPOCOM
http.<stat_prefix>.downstream_cx_destroy_local_activ Counter ObLiee KONMUECTBO COEAMHEHNI, YHUUTOXEHHbIX
e-rd JIOKaNbHO C 1+ aKTUBHbIM 3aMNpoCoMm
http.<stat_prefix>.downstream_cx_destroy_remote_acti Counter O6Liee KONMUYECTBO COEANHEHUN, YHUUTOXEHHbIX
ve_rd yAaneHHo ¢ 1+ aKTMBHbIM 3aMpPOCOM
http.<stat_prefix>.downstream_cx_active Gauge ObLiee KOMYECTBO aKTUBHbBIX COEANHEHWI
http.<stat_prefix>.downstream_cx_ssl_active Gauge ObLLee KONMYECTBO aKTUBHbBIX TLS coeanHeHui
http.<stat_prefix>.downstream_cx_httpl_active Gauge Ob6uiee Konmyectso akTveHbIx HTTP/1.1 coeanHeHunin
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MeTtpuka Tun Onwucanne
http.<stat_prefix>.downstream_cx_upgrades_active Gauge ObLee KONMYECTBO aKTUBHbBIX OBHOBAEHHbIX
coeAvHeHuiA. Takxe yunTbIBatOTCA Kak aKTVBHble
http1/http2 coegnHeHus
http.<stat_prefix>.downstream_cx_httpl_soft_drain Gauge ObLee KONMYECTBO akTUBHBIX HTTP/1.X coeAnHEHUT,
oxugaroLLmx ewe oamH downstream 3anpoc 4
6e30MacHOro 3aKpbITs COeJNHEHMS
http.<stat_prefix>.downstream_cx_http2_active Gauge O6Lee KONMYECTBO akTUBHbIX HTTP/2 coeauHeHuit
http.<stat_prefix>.downstream_cx_http3_active Gauge O6Lee KONMYeCTBO akTUBHbIX HTTP/3 coeamHeHuit
http.<stat_prefix>.downstream_cx_protocol_error Counter ObLiee KONMYECTBO OLUIMBOK MPOTOKOA
http.<stat_prefix>.downstream_cx_length_ms Histogram | JaunTenbHOCTb COEANHEHUS B MUAINCEKYHAAX
http.<stat_prefix>.downstream_cx_rx_bytes_total Counter ObLiee KONMYECTBO MONYYEHHbIX 6aT
http.<stat_prefix>.downstream_cx_rx_bytes_buffered Gauge O6Lu,ee KONIMYECTBO MOYUYEHHbIX 6aliT, B HacTosLlee
BpemMs 6ypepun3oBaHHbIX
http.<stat_prefix>.downstream_cx_tx_bytes_total Counter Obuiee KONMYECTBO OTNPABAEHHbIX AT
http.<stat_prefix>.downstream_cx_tx_bytes_buffered Gauge O6Lu,ee KONIMYECTBO OTMNPABAEHHbIX 6aliT, B
HacTosLee BpeMs Bydepr30oBaHHbIX
http.<stat_prefix>.downstream_cx_drain_close Counter | ObLiee KOANYECTBO COEAMHEHNI, 3aKPbIThIX U3-3a
draining
http.<stat_prefix>.downstream_cx_idle_timeout Counter | O6Liee KONNUYECTBO COEANHEHWI, 3aKPbIThIX U3-3a
TaiMayTa NpocTos
http.<stat_prefix>.downstream_cx_max_duration_reache Counter ObLee KONMYECTBO COEAVHEHNI, 3aKPbITBIX M3-3a
d MaKCVMa/lbHOW AIMTENbHOCTU COEAVHEHUS
http.<stat_prefix>.downstream_cx_max_requests_reache Counter ObLiee KONMUECTBO COEAUHEHMI, 3aKPbITbIX N3-3a
o MaKCUManbHOrO KOJIMUECTBA 3anpOoCoB Ha
coejnHeHue
http:<stat_pr‘efix>.downstr‘eam_cx_over‘load_disable_ke Counter ObLiee KONMYECTBO COeAMHEHN, Ans KOTOpbIX HTTP
LI 1.x keepalive 6bin OTKAIOUEH 13-3a Meperpy3ku
FIxGate DataPlane
http.<stat_prefix>.downstream_flow_control_paused_re Counter O6Liee KONMYECTBO Pa3, Koraa uteHne 6bi1o
asiiEmtolal OTK/IFOYEHO M3-3a YNPaB/eHNs NOTOKOM
htt?.<stat_prefix>.downstr‘eam_Flow_contr‘ol_r‘esumed_r‘ Counter ObLiee KONMYECTBO pas, KOr4a uteHue 6b10
eading_total BK/IFOUEHO Ha COeAVIHEHW 13-3a yNpaB/IeHus
MOTOKOM
7.1.4.2 3ampocsl
MeTtpuka Tun OnucaHune
http.<stat_prefix>.downstream_rq_total Counter ObLee KONMYECTBO 3aNPOCOB
http.<stat_prefix>.downstream_rq_httpl_total Counter | O6uiee koanuectso HTTP/1.1 3anpocoB
http.<stat_prefix>.downstream_rq_http2_total Counter | O6uiee konnyecteo HTTP/2 3anpocos
http.<stat_prefix>.downstream_rq_http3_total Counter Obuiee konnyectso HTTP/3 3anpocos
http.<stat_prefix>.downstream_rq_active Gauge ObLiee KONMYECTBO aKTUBHbIX 3aNPOCOB
http.<stat_prefix>.downstream_rq_rejected_via_ip_det Counter | ObLee KOAMUECTBO 3aMNPOCOB, OTKIOHEHHBIX 13-3a
ection Hey/]auHOro onpeaeneHns NCXoaHoro IP
http.<stat_prefix>.downstream_rq_response_before_rq_ Counter O6Lee KONMUYECTBO OTBETOB, OTMPABAEHHBIX 40
EalprEE 3aBeplueHus 3anpoca
http.<stat_prefix>.downstream_rq_rx_reset Counter | Obuiee KOANYECTBO NOYYEHHbIX CHPOCOB 3aMpPOCOB
http.<stat_prefix>.downstream_rq_tx_reset Counter | O6Luee KONMUECTBO OTNPABAEHHbIX CEPOCOB
3anpocoB
http.<stat_prefix>.downstream_rq_non_relative_path Counter | O6Lyee KOAMYECTBO 3aMNPOCOB C HEOTHOCUTEbHBIM
HTTP nytem
http.<stat_prefix>.downstream_rq_too_large Counter | O6lee KOAMYECTBO 3aNPOCOB, NPUBEALLINX K 413 13-
3a Bydepusaumm KoM 60NbLIOTO Tena
http.<stat_prefix>.downstream_rq_completed Counter | ObLiee KOAMYECTBO 3aNPOCOB, KOTOPbIE MPUBEN K

oTBeTy (Hanpumep, He BKItOYaeT npepBaHHble
3anpochl)
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MeTtpuka ‘ Tun Onucanne
http}.<stat_pr‘efix>.downstr‘eam_rq_failed_path_nor‘mali Counter Obuiee KONMUYECTBO 3aMpOCoB, NepeHanpasaeHHbIX
EEinll 13-3a pasHbIX UCXOAHOTO U HopMann3oBaHHoro URL

MyTer Wi KOrga HopManusaums nyTv He yaanach
http.<stat_prefix>.downstream_rq_1xx Counter | ObLyee KOANYECTBO XX OTBETOB
http.<stat_prefix>.downstream_rq_2xx Counter | ObLee KONNYECTBO 2XX OTBETOB
http.<stat_prefix>.downstream_rq_3xx Counter | ObLyee KOANYECTBO 3XX OTBETOB
http.<stat_prefix>.downstream_rq_4xx Counter | ObLee KONNYECTBO 4XX OTBETOB
http.<stat_prefix>.downstream_rq_5xx Counter | ObLyee KOANYECTBO 5XX OTBETOB
http.<stat_prefix>.downstream_rq_ws_on_non_ws_route Counter O6Lee KONMUYECTBO 3aMPOCOB Ha OBHOBJIEHNE,

OTK/IOHEHHBIX MapLupyTamm 6e3 06HOBAeHUsA. Tenepb

npumeHsetcs kak kK WebSocket, Tak v K He-

WebSocket obHoBAeHMAM
http.<stat_prefix>.downstream_rq_time Histogram | ObLuee Bpems 4/ 3anpoca 1 oTBeTa (MUAINCEKYHABI)
http.<stat_prefix>.downstream_rq_idle_timeout Counter | ObLiee KONMUECTBO 3aMPOCOB, 3aKPbITbIX U3-3a

TaiMayTa npocTos
http.<stat_prefix>.downstream_rq_max_duration_reache Counter ObLiee KONMYECTBO 3aMpPOCOB, 3aKPbIThIX M3-3a
d JOCTVKEHUSI MAaKCUMaJIbHOV A/INTENbHOCTH
http.<stat_prefix>.downstream_rq_timeout Counter | Obllee KOANUECTBO 3aNPOCOB, 3aKPbIThIX N3-3a

Ta¥iMayTa Ha nNyTv 3anpoca
http.<stat_prefix>.downstream_rq_overload_close Counter | ObLiee KOAMYECTBO 3aNPOCOB, 3aKPbITbIX 13-3a

neperpy3ku FlxGate DataPlane
http.<stat_prefix>.downstream_rq_redirected_with_nor Counter ObLiee KONMYECTBO 3aMpOoCcoB, NepeHanpaBaeHHbIX
ME= ) 13-3a Pa3HbIX UICXOAHOTO M HOpManu3oBaHHoro URL

nyTen
http.<stat_prefix>.downstream_rq_too_many_premature_ Counter | ObLyee KONMUYECTBO COEANHEHWIA, 3aKPbITbIX U3-3a
resets CAVLIKOM 60/IbLLIOTO KOMUECTBA NPEXAEBPEMEHHBIX

cbpOCOB 3aNPOCOB Ha COeAVHEHNM
http.<stat_prefix>.rs_too_large Counter | O6wee konMuecTBO OWNBOK OTBETA M3-3a

6ydepuzaLmm camwkomM 6oabloro Tena

7.1.4.3 MeTpuKHu TpacCUPOBKH

MeTtpuky TpacCUPOBKU HAXOIATCS B IPOCTPAHCTBE UMEH http.<stat_prefix>.tracing.*:

MeTtpuka ‘ Tun OnucaHune
http.<stat_prefix>.tracing.random_sampling Counter | Obllee KOANYECTBO PeLLIEHUI O TPaCCUPOBKE MO
cyvainHon Bblbopke
http.<stat_prefix>.tracing.service_forced Counter | Obllee KOANYECTBO PeLLIEHUI O TPACCMPOBKE MO
dnary runtime cepsepa tracing.global_enabled
http.<stat_prefix>.tracing.client_enabled Counter | Obllee KOANYECTBO pPeLLIEHUI O TPaCCUPOBKE MO
3arof0BKy 3anpoca x-force-trace
http.<stat_prefix>.tracing.not_traceable Counter | Obliee KOAMYECTBO PeLIEHMUIi O HETPACCUPYEMOCTH
no ID 3anpoca
http.<stat_prefix>.tracing.health_check Counter | ObLee KOANYECTBO PELLEHUI O HETPACCUPYEMOCTH

no health check

7.1.4.4 Metpuxku HTTP/1 codec

Metpuku HTTP/1 codec HaxoxasiTcs B mpocTpaHcTBe uMeH httpl.* (downstream)

u cluster.<name>.httpl.* (upstream):

Metpuka ‘ Tvn OnucaHune
httpl.dropped_headers_with_underscores Counter | ObLiee KONNUYECTBO OTOPOLLIEHHbIX 3ar0/I0BKOB C
VIMEHaMV, COAEPXaLLyMM NOAYEPKVBAHUS
httpl.metadata_not_supported_error Counter | ObLee KOANUECTBO MeTaAaHHbIX, OTOPOLLEHHbIX BO
BpemMs kognposaHma HTTP/1
httpl.response_flood Counter | ObLiee KONNUECTBO COEAMHEHMIA, 3aKPbITbIX 13-33

nepenosHeHA OTBETOB
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MeTtpuka Onwucanne
httpl.requests_rejected_with_underscores_in_headers Counter ObLee KONMUYECTBO OTKNIOHEHHbIX 3aMpOCoB M3-3a

MMEH 3aros10BKOB, coAep>Xalmnx nogyepkmnBaHmna

7.1.45 Metpuxu HTTP/2 codec

Metpuxku HTTP/2 codec HaxonsTcs B mpocTpaHcTBe uMeH http2.* (downstream)
u cluster.<name>.http2.* (upstream):

MeTtpuka ‘ Tun Onwucanne

http2.dropped_headers_with_underscores Counter | Obliee KOANYECTBO OTOPOLLIEHHBIX 3ar0J0BKOB C
MMEHaMW, COAepPXalLMMM NoAYepK1BaHMA

http2.goaway_sent Counter ObLuee KONMYECTBO KaapoB GOAWAY, KOTOpble Bblan
OTMpaBfeHbl B KOAEK

http2.header_overflow Counter ObLee KONMUECTBO COPOCOB COEANHEHWNIA N3-3a
3aro/IOBKOB, MPEBbILIAOLLMX HACTPOEHHOE 3HaYeHMe

http2.headers_cb_no_stream Counter | Obuiee koanuecTso oMboK, Korga callback
3aro/IOBKOB BbI3bIBaeTCs 6€3 CBA3aHHOro MNOTOKa

http2.inbound_empty_frames_flood Counter | Obllee KONNYECTBO COAMHEHNI, 3aBePLUEHHBIX 113-3a

NPEBbILIEHNA IMMUTA NOCAE40BaTE/NbHbIX BXOASALLMX
KaZpOoB C MYCTON NONE3HOW Harpy3kon u 6e3 ¢nara

end stream
http2.inbound_priority_frames_flood Counter | Oblee KOANYECTBO COGAMHEHNI, 3aBEPLUEHHbIX 113-3a
NpeBbILIEHNsA IMMITa BXOAALLWX KaapoB TMNa
PRIORITY
http2.inbound_window_update_frames_flood Counter | O6Liee KONMUYECTBO COEANHEHWI, 3aBEPLLEHHbIX U3-3a

MPEeBbILLEHNA TMMUTA BXOAALLMX KaApPOB Tuna
WINDOW_UPDATE

http2.keepalive_timeout Counter | O6LLee KONMYECTBO COEANHEHWN, 3aKPbITbIX M3-3a
TarimayTa keepalive

http2.metadata_empty_frames Counter Ob6LLee KONMYECTBO KapOB MeTajaHHbIX, KOTOpble
BbIIN MONYUEHBI Y COAEPKaNM NycTble KapTbl

http2.outbound_control_frames_active Gauge ObLLee KONMUECTBO aKTUBHBIX UCXOAALLMX
YNPaBAsAOLNX KajpPOB

http2.outbound_control_flood Counter | Obuiee KONNYECTBO COEAVMHEHWIA, 3aBEPLUEHHbIX U3-3a

NpPeBbILLEHNA ANMUTA UCXOAALLIMX KaAPOB TUMOB
PING, SETTINGS n RST_STREAM

http2.outbound_frames_active Gauge O6liee KOMYECTBO aKTUBHbBIX MCXOAALLMX KaAPOB

http2.outbound_flood Counter | Obliee KONNUECTBO COEAMHEHNI, 3aBePLUEHHBIX 13-3a
MpeBbllIeHUs IMMITa NCXOAALLMX KaZpOB BCeX TUMOB

http2.requests_rejected_with_underscores_in_headers Counter | ObLee KOAMUECTBO OTKIOHEHHBIX 3aMPOCOB M3-3a
VIMEH 3aro/I0BKOB, COAEPXaLLyX MOAYepKMBaHUS

http2.rx_messaging_error Counter | ObLiee KONMUECTBO HEAOMYCTUMbIX MOYUYEHHbIX
KaJpOB, HapYLIMBLLMX pa3aen 8 cneuudukaLym
HTTP/2

http2.rx_reset Counter ObLuee KONMYECTBO KafpoB cbpoca NoToka,
noay4eHHbix FlxGate DataPlane

http2.stream_refused_errors Counter | ObLee KONNUECTBO HEAOMYCTUMBIX KaApoB,

noaydyeHHbix FIxGate DataPlane ¢ kogom
OWWNBKM REFUSED _STREAM

http2.trailers Counter ObLuee KONMYECTBO TPeNepoB, 3aMeYeHHbIX Ha
3anpocax, NpuxoasLmx or downstream
http2.tx_flush_timeout Counter | ObLee KOANYECTBO TaliMayTOB NPOCTOS MOTOKA,

OXWZaroLLMX OTKPbITUA OKHa MoTOKa A/A cbpoca
ocTaTKa NnoToka

http2.tx_reset Counter ObLee KONMYeCTBO KapoB cbpoca NOToka,
nepesaHHbix FlxGate DataPlane
http2.streams_active Gauge AKTMBHbIE MOTOKW, HabatOJaeMble KOAEKOM
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MeTtpuka Tun Onwucanne
http2.pending_send_bytes Gauge B HacTosLiee Bpems 6ydepn3oBaHHbie AaHHbIE Tena B
6anTax, oXXKuaatoLLme 3anmncK, Koraa okHo
NOTOKa/COEAVHEHNS OTKPLITO
http2.deferred_stream close Gauge Konnuectso HTTP/2 NoTOKOB, rAe NOTOK 6bi 3aKPbIT,

HO 0b6paboTka 3aKpbITUA NOTOKa Oblna OTIOXKEHA U3-
3a pe3epBHOro KOMMPOBaHUSA CeTU

7.1.4.6 Metpuxu HTTP/3 codec

Metpuku HTTP/3 codec naxomsrcs B mpocTpancTBe nMeH http3.* (downstream)

u cluster.<name>.http3.* (upstream):

Metpuka Tuvn OnucaHue
http3.dropped_headers_with_underscores Counter | O6Liee KONMYECTBO OTOPOLLEHHbIX 3ar0I0BKOB C
MMEHaMK, CoZiep>KalMmu NogyepKnBaHus
http3.requests_rejected_with_underscores_in_headers Counter | OblLee KONNUECTBO OTKJIOHEHHbIX 3aNPOCOB 13-3a
MMEH 3aro/I0BKOB, COAEPXKALUMX NOAYepKMBaHUS
http3.rx_reset Counter ObLuee KONMYECTBO KapoB cObpoca NOToKa,
nosayyeHHbix FIxGate DataPlane
http3.tx_reset Counter ObLee KONMYECTBO KaapoB cbpoca NoToka,
nepeganHbix FixGate DataPlane
http3.metadata_not_supported_error Counter | Oblee KOANUECTBO METaAaHHbIX, OTOPOLLIEHHBIX BO
BpemMs kognposaHua HTTP/3
http3.quic_version_h3_29 Counter Obuiee konmyectso QUIC coeanHeHUN,
MCNoJ/Ib3yHLMX TPaHCNOPTHYO Bepcuto h3-29
http3.quic_version_rfc_vi Counter | O6uwee konnyectso QUIC coeanHeHni,

MCNOJIb3YHOLLMX TPAHCMOPTHYH Bepcuto rfc-vi

7.1.5 Metpuxu kiaacrepos (Clusters)

MeTpI/IKI/I KIIaCTECPOB HAXOAATCA B IIPOCTPAHCTBEC UMCH C luster.<name>. *.

7.1.5.1 OOmue MeTpUKH Ki1actepa

Metpuka Tun OnucaHue
cluster.<name>.upstream_cx_total Counter | ObLLee KONNYECTBO COAVHEHWI
cluster.<name>.upstream_cx_active Gauge ObLiee KONMYECTBO aKTUBHbIX COEANHEHUI
cluster.<name>.upstream_cx_httpl_total Counter | O6uee konnuectso HTTP/1.1 coegnHeHwii
cluster.<name>.upstream_cx_http2_total Counter | O6uee konnuectso HTTP/2 coepunHeHuii
cluster.<name>.upstream_cx_http3_total Counter | Obuee konnuectso HTTP/3 coeanHeHuii
cluster.<name>.upstream_cx_connect_fail Counter | ObLiee KOIMUECTBO OLIMEOK COEANHEHNS
cluster.<name>.upstream_cx_connect_timeout Counter | O6uiee KONMUECTBO TaNMayTOB COEANHEHMs!
cluster.<name>.upstream_cx_connect with_6_rtt Counter | ObLuee KOIMUECTBO COEAMHEHMM, CMOCOBHBIX
otnpaenaTte 0-rtt 3anpockl (early data)
cluster.<name>.upstream_cx_idle_timeout Counter | ObLiee KONMYECTBO TaliMayTOB NPOCTOSA COEANHEHUS
cluster.<name>.upstream_cx_max_duration_reached Counter | ObLee KONNUECTBO COEAMHEHMIA, 3aKPbITHIX 13-3a
[OCTVKEHMA MaKCMMa/IbHOM ANNTEbHOCTY
cluster.<name>.upstream_cx_connect_attempts_exceeded Counter ObLLee KONMYECTBO NOCAeA0BaTENbHbIX OLIMBOK
COeAMHEeHMs, MPEBbILIAOLLMX HaCTPOEHHOE
KONMYECTBO MOMbLITOK COEANHEHNA
cluster.<name>.upstream_cx_overflow Counter | Obuiee KoAMUECTBO pa3, Koraa circuit breaker
coeaVHEHMI KnacTepa NepenonHNCs
cluster.<name>.upstream_cx_connect_ms Histogram | Bpems ycTaHOBAEHWA COAMHEHUA B MUAANCEKYHAAX
cluster.<name>.upstream_cx_length_ms Histogram | [/1TenbHOCTb COeNHEHNA B MUAINCEKYHAAX
cluster.<name>.upstream_cx_destroy Counter | ObLiee KONMUECTBO YHUUTOXEHHBIX COeAMHEHNA
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MeTtpuka Tun Onwucanne
cluster.<name>.upstream_cx_destroy_local Counter | ObLee KOANYECTBO CORANHEHMN, YHNUTOXEHHbIX
JIOKaIbHO
cluster.<name>.upstream_cx_destroy_remote Counter | Obllee KOANUECTBO COBANHEHNA, YHUUTOXEHHbIX
yAaneHHo
cluster.<name>.upstream_cx_destroy_with_active_rq Counter | ObLee KONNUECTBO COEANHEHMI, YHUUTOXEHHbIX C
1+ aKTVMBHbBIM 3aMpPOCOM
cluster.<name>.upstream_cx_destroy local with_active Counter ObLiee KONMUECTBO COBAMHEHNI, YHUUTOXEHHBIX
-ra JIOKa/IbHO C 1+ aKTMBHbBIM 3aMpoCcoM
cluster.<name>.upstream_cx_destroy_remote_with_activ Counter ObLiee KONMUECTBO COEAMHEHNI, YHUUTOXEHHbIX
e YAANEHHO C 1+ aKTUBHbLIM 3aMPOCOM
cluster.<name>.upstream_cx_close_notify Counter | ObLyee KOANUECTBO COBAMHEHWI, 3aKPbITbIX Yepes
HTTP/1.1 3aronoBok connection close nan HTTP/2
manm HTTP/3 GOAWAY
cluster.<name>.upstream_cx_rx_bytes_total Counter | Obuiee KONMYECTBO MOJYHEHHbIX BalT COeANHEHUS
cluster.<name>.upstream_cx_rx_bytes_buffered Gauge MonyueHHble 6aliThl COEANHEHNS, B HAaCTOALLEe BPeMs
bydeprsoBaHHbIe
cluster.<name>.upstream_cx_tx_bytes_total Counter | Obuiee KOAMYECTBO OTMPaBAEHHbIX 6alT coeanHeHUs
cluster.<name>.upstream_cx_tx_bytes_buffered Gauge OTnpasneHHble 6aiiTbl coearHeHMs, B HacToALLee
BpeMs bypepn3oBaHHble
cluster.<name>.upstream_cx_pool_overflow Counter | Obuiee KOAMUECTBO pas3, KOrAa circuit breaker myna
coeaVHEHMI KaacTepa NepenoaHNACS
cluster.<name>.upstream_cx_protocol_error Counter | O6Lyee KONMYECTBO OLIMBOK NPOTOKONA COEANHEHUS!
cluster.<name>.upstream_cx_max_requests Counter | ObLyee KONMUYECTBO COEANHEHWIA, 3aKPbITbIX U3-3a
MaKCMaabHOro KONMYecTBa 3anpocoB
cluster.<name>.upstream_cx_none_healthy Counter | ObLee KOANUECTBO Pa3, KOrAa CoOeANHeHMe He 6610
YCTaHOB/IEHO M3-3a OTCYTCTBUA 30POBbIX XOCTOB
7.1.5.2 Metpuku 3ampocoB KiacTepa
Metpuka Tuvn OnucaHune
cluster.<name>.upstream_rqg_total Counter O6luee KONMYECTBO 3aMPOCOB
cluster.<name>.upstream_rq_active Gauge O6Lyee KONMYECTBO aKTVBHbIX 3aNPOCOB
cluster.<name>.upstream_rq_pending_total Counter | O6llee KOAMUECTBO 3aNPOCOB, OXMAAFOLLMX
coefviHEHME U3 MyNa COeANHEHN
cluster.<name>.upstream_rq_pending_overflow Counter O6Luee KONMYECTBO 3aMPOCOB, KOTOPbIe
nepenoNHUAN My COefUHEHUI Uau circuit breaker
3anpocoB (B OCHOBHOM At HTTP/2 1 BbiLe) U 6blan
OTKNOHEH!
cluster.<name>.upstream_rq_pending_failure_eject Counter | O6llee KONMUECTBO 3aMNPOCOB, KOTOPbIE BbIAN
OTK/IOHEHbI M3-3a OLUIMBKM COEAMHEHNA nyna
COeaVHEHUIA AV YAANEHHOTO 3aBepLUEHNA
coeanHeHus
cluster.<name>.upstream_rq_pending_active Gauge O6LLee KOMUYECTBO aKTUBHbIX 3aMPOCOB, OXMAAMOLLNX
coeavHEHME U3 MyNa COeANHEHNM
cluster.<name>.upstream_rq_cancelled Counter | ObLiee KOAMUECTBO 3aMPOCOB, OTMEHEHHbIX 40
NONyYeHUA COEAMHEHNA U3 NyNa COeANHEHMI
cluster.<name>.upstream_rq_maintenance_mode Counter | ObLee KOANUECTBO 3aMNPOCOB, KOTOPbIE NPUBENM K
HemezneHHomMmy 503 n3-3a pexxuma obcny>XKmBaHus
cluster.<name>.upstream_rq_timeout Counter | ObLee KOANUECTBO 3aMPOCOB, KOTOPbIE NPEBbICUAN
TaliMayT 0XuaaHva oTeeTa
cluster.<name>.upstream_rq_max_duration_reached Counter O6liee KONMYECTBO 3aMPOCOB, 3aKPbIThIX 13-3a
[AOCTUXKEHNA MaKCMaibHON ANNTENbHOCTY
cluster.<name>.upstream_rq_per_try_timeout Counter ObLee KONMYECTBO 3aNpOCOB, KOTOPbIE JOCTUMAN
TaliMayTa Ha NomnbITKy (KPOMe CAyyaes, Koraa
BKItOYeH request hedging)
cluster.<name>.upstream_rq_rx_reset Counter Ob6LLee KOIMYECTBO 3aMpOCOB, KOTOPbIE Bblan

cbpoLueHbl yaaneHHo
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cluster.<name>.upstream_rq_tx_reset Counter | ObLyee KONMYECTBO 3aMPOCOB, KOTOPbIE 6blK
CHPOLLEHBI IOKAJIBHO
cluster.<name>.upstream_rq_retry Counter | ObLiee KONMYECTBO NOBTOPHBIX MOMbLITOK 3aMpPOCOB
cluster.<name>.upstream_rq_retry_backoff_exponential Counter O6Luee KONMUYECTBO NMOBTOPHBIX MOMBLITOK C
MCMoJ/Ib30BaHNEM CTpaTermm sKCroHeHLMaabHOMN
3aepP>XKKM
cluster.<name>.upstream_rq_retry_backoff_ratelimited Counter O6Luee KONMYECTBO MOBTOPHBIX MOMBLITOK C
MCrMoJib30BaHMEM CTpaTernn 3agep>xkm ¢
OrpaHnyeHnem cKopocTun
cluster.<name>.upstream_rq_retry_limit_exceeded Counter | ObLiee KOAMUECTBO 3aMNPOCOB, He NMOBTOPEHHbIX 13-3a
npesbllleHNA HACTPOEHHOrO KOJInYecTBa
MaKCVMa/bHbIX MOBTOPHbIX MOMbITOK
cluster.<name>.upstream_rq_retry_success Counter | ObLiee KOAMUECTBO YCMELLHbIX MOBTOPHbIX MOMbITOK
3anpocoB
cluster.<name>.upstream_rq_retry_overflow Counter | O6Liee KOANYECTBO 3aNPOCOB, He MOBTOPEHHbIX U3-3a
circuit breaking namn npesbiweHns 6roaxeTa
NOBTOPHbIX MOMbITOK
cluster.<name>.upstream_flow_control_paused_reading_ Counter ObLee KOMYECTBO pas, Koraa yrpasaeHne NoTOKOM
total NMPYOCTaHOBWJIO YTEHME OT Uupstream
cluster.<name>.upstream_flow_control_resumed_reading Counter O6Luee KOAMYECTBO pas, KOrAa yrpasaeHye NoTOKOM
_total BO30OHOBW/IO UTEHME OT upstream
cluster.<name>.upstream_flow_control_backed_up_total Counter ObLLee KONMYECTBO pa3, KorAa upstream coefuHeHne
CO34aN0 pe3epBHOE KONMpoBaHMe N NPUOCTaHOBUNO
yTeHue oT downstream
cluster.<name>.upstream_flow_control_drained_total Counter O6Luee KONMUECTBO Pas, KOrAa upstream coeanHeHne
0CBO6OANNOCH N BO30OOHOBUIO UTEHNE OT
downstream
cluster.<name>.upstream_internal_redirect_failed_tot Counter O6Liee KOMYECTBO Pa3, KOrAa HeyAauHble
£ BHYTPEHHWE nepeHanpasaeHnsa NpuBenn K nepejave
nepeHanpasieHnin downstream
cluster.<name>.upstream_internal_redirect_succeeded_ Counter O6Luee KOAMYECTBO pa3, KOrAa BHYTPEHHMe

total

nepeHanpaeeHUs NPUBEAN KO BTOPOMY upstream
3anpocy

7.1.5.3 Junammueckue HTTP metpuku

Ecnu ucnonezyerca HTTP, noctynuel nunamunueckue Mmetpuku HTTP konoB otBeta. OHM HaxoasaTcs

B IIPOCTPAHCTBE UMEH cluster.<name>.*:

Metpuka Tun OnucaHue

cluster.<name>.upstream_rq_completed Counter | O6lee KOAMUECTBO 3aBEPLLEHHBIX Upstream
3anpocoBs

cluster.<name>.upstream_rq_<*xx> Counter ArpernpoBaHHble HTTP koabl oTBeTa (Hanpumep, 2xX,
3XX U T.4.)

cluster.<name>.upstream_rq_<*> Counter KoHkpeTHble HTTP kogbl oTBeTa (Hanpumep, 201, 302
nT.A4.)

cluster.<name>.upstream_rq_time Histogram | Bpems 3anpoca B MUAANCEKYHAAX

cluster.<name>.canary.upstream_rq_completed Counter | ObLee KONNUECTBO 3aBEPLUEHHbIX Upstream canary
3anpocos

cluster.<name>.canary.upstream_rq_<*xx> Counter ArpervpoBaHHble HTTP kogbl oTBeTa An1a upstream
canary

cluster.<name>.canary.upstream_rq_<*> Counter KoHkpeTHble HTTP kogbl oTBeTa Ana upstream canary

cluster.<name>.canary.upstream_rq_time Histogram | Bpems 3anpoca upstream canary B MUIIMCEKYHAAX

cluster.<name>.internal.upstream_rq_completed Counter | ObLiee KOANUECTBO 3aBEPLIEHHBIX BHYTPEHHWX Origin
3anpocoBs

cluster.<name>.internal.upstream_rq_<*xx> Counter ArperuposaHHble HTTP koapbl oTBeTa A

BHYTPEHHero origin
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cluster.<name>.internal.upstream_rq_<*> Counter | KoHkpeTHble HTTP KoAbl OTBETa 41 BHYTPEHHErO
origin

cluster.<name>.internal.upstream_rq_time Histogram | Bpems 3anpoca BHyTPEHHEro origin B MUAAMCEKYHAAX

cluster.<name>.external.upstream_rq_completed Counter | Obllee KOANUECTBO 3aBEPLLEHHbIX BHELLHKX Origin
3anpocoB

cluster.<name>.external.upstream_rq_<*xx> Counter | ArpernpoBaHHble HTTP koAbl OTBeTa AN BHELIHEro
origin

cluster.<name>.external.upstream_rq_<*> Counter | KonkpeTHble HTTP Kozbl OTBETa A1 BHELLHEro origin

cluster.<name>.external.upstream_rq_time Histogram | Bpems 3ampoca BHELLHErO origin B MUIMCEKYHAAX

7.1.5.4 MetpuKu 4iIEHCTBA KJIacTepa
MeTtpuka ‘ Tun Onwucanne

cluster.<name>.membership_change Counter | Obllee KOANUECTBO M3MEHEHWIH UNeHCTBa KacTepa

cluster.<name>.membership_healthy Gauge Tekylee obLiee KOMUYECTBO 340POBbIX UNEHOB
knacrepa (Bkatouas health checking un outlier
detection)

cluster.<name>.membership_degraded Gauge Tekylee obliee KOMYECTBO AerPaaupPOBaHHbIX
UNeHOoB KaacTepa

cluster.<name>.membership_excluded Gauge Tekylee obLiee KOMUYECTBO NCKTHOUYEHHBIX YEHOB
Knactepa

cluster.<name>.membership_total Gauge Tekyllee obllee KOMYECTBO Y1eHOB KacTepa

cluster.<name>.retry_or_shadow_abandoned Counter Obliee KONMYECTBO pa3, koraa bydepusaLms
shadowing nav MOBTOPHbIX MOMLITOK Bblla OTMEHeHa
n3-3a AMmnToB bydepa

cluster.<name>.config_reload Counter | Obuiee KoAMUECTBO NoyYeHuii APl, KoTopble
npuBen K nepesarpyske KoHbMrypauum ns-3a
ApYyrov KoHdurypauum

cluster.<name>.update_attempt Counter | ObLyee KOANYECTBO NOMbITOK OBHOBAEHUA UNEHCTBA
KaacTtepa Yepes service discovery

cluster.<name>.update_success Counter ObLuee KONMYECTBO YCMeLlHbIX OBHOBAEHWNIA YUNEeHCTBA
Knactepa Yepes service discovery

cluster.<name>.update_failure Counter | Obllee KOANUECTBO HeyAaUHbIX OBHOBAEHWI
uNeHCTBa KnacTepa yepes service discovery

cluster.<name>.update_duration Histogram | KoanuecTsBo BpemeHu, NoTpauyeHHOro Ha o6HOBAEHVE
KOHOWrypaumi

cluster.<name>.update_empty Counter ObLuee KONMYeCTBO OBHOB/IEHUI UNEHCTBA KnacTepa,
3aKaHYMBAIOLLMXCA MyCTbIM Ha3HaYeHeM Harpy3Ku
KJacTepa v NPOAO/IKAIOLWMXCA C NpeablayLuei
KOHdUrypauuen

cluster.<name>.update_no_rebuild Counter | ObLiee KOANUECTBO yCMeLLHbIX O6HOBAEHUI UNeHCTBa
KJacTepa, KOTopble He MPUBEN K NepecTporike
CTPYKTYp 6anaHCMPOBKYM Harpysku knactepa

cluster.<name>.version Gauge Xell cofep>KMMOro 13 MOC/IeAHErO YCNeLHOro
noay4veHus API

cluster.<name>.warming_state Gauge Tekylliee COCTOAHME Nporpesa Kaactepa

cluster.<name>.max_host_weight Gauge MaKkcrManbHbIi Bec N1to6oro xocTa B kiactepe

cluster.<name>.bind_errors Counter | ObLiee KOANUECTBO OLUIMBOK NPUBA3KM COKeTa K
HACTPOEHHOMY MCXOAHOMY aapecy

cluster.<name>.assignment_timeout_received Counter | ObLee KOANUECTBO MOYUYEHHbIX Ha3HaUYeHU C
nHpopmaLmein 06 apeHse KOHEYHON TOUKM

cluster.<name>.assignment_stale Counter Konnuectso pas, koraa noayyeHHble HazHauYeHNA

yctapenan Ao I'IpVI6bITI/I$I HOBbIX Ha3HaAYeHWI

7.1.5.,5 Merpuxu health check

Ecnu nactpoen health check, knactep umeer nqononHuTenbHbIE METPUKH B IPOCTPAHCTBE

uMeH cluster.<name>.health_check.*:
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MeTtpuka ‘ Tun Onucanne

cluster.<name>.health_check.attempt Counter Konnuectso health checks

cluster.<name>.health_check.success Counter | Konnuectso ycrewHbix health checks

cluster.<name>.health_check.failure Counter | Konnuectso HemeaneHHO HeyaauHbix health checks
(Hanpumep, HTTP 503), a Takxxe ceTeBbIx oWIMHOK

cluster.<name>.health_check.passive_failure Counter | Konunuectso owmbok health check n3-3a naccmeHbIx
cobbITnii (Hanpumep, x-immediate-health-check-fail)

cluster.<name>.health_check.network_failure Counter | Konnuectso owubok health check n3-3a ceteBoii
OoLINBKM

cluster.<name>.health_check.verify cluster Counter | Konuuectso health checks, koTopble nbiTanmcs
NpPoBEpUTL MMA KiacTepa

cluster.<name>.health_check.healthy Gauge KonmyecTso 340poBbIX YNeHOB

7.1.5.6 Mertpuku obHapyxenus Beiopocos (Outlier Detection)

Ecnu HacTpoeHo oOHapyKeHHe BRIOPOCOB I KilacTepa, METPUKHA HaXOASTCs B TIPOCTPAHCTBE
nMeH cluster.<name>.outlier_detection.*:

MeTtpuka \ Tvn OnucaHne
cluster.<name>.outlier_detection.ejections_enforced_ Counter KonmyecTBo NprHyANTENbHBIX MCKTHOUYEHUI 13-3a
total

ntoboro Tvna Beibpoca
cluster.<name>.outlier_detection.ejections_active Gauge KonnuecTso B HacToslLiee BpeMs NCKFOUEHHbIX
XOCTOB
cluster.<name>.outlier_detection.ejections_overflow Counter KonmMuecTBo UCKAOUEHUI, MPepBaHHbIX 13-3a
MaKCMMaJlbHOro MpPOLLeHTa UCKAHOUEHWI
ClUSter‘.<name>.Outlier'_detection.ejections_enfor‘ced_ Counter Konnuectso NPUHYANTENBbHbIX NCKNHOYEHUN
consecutive_5xx
- nocaefoBaTeNbHbIX 5xx
cluster.<name>.outlier_detection.ejections_detected_ Counter KonmnuecTso oB6HapysKeHHbIX UCKAOYUEHNA
consecutive_5xx
- nocaeaoBaTeNibHbIX 5xx (gaxke ecnm He
NPUHYANTENbHbIX)
cluster.<name>.outlier_detection.ejections_enforced_ Counter KonmyecTBo NpuHyANTENbHbIX MCKAKOUeHWI
success_rate
- Bbl6pOCOB Mo success rate
cluster.<name>.outlier_detection.ejections_detected_ Counter Konnuectso 0B6HapyeHHbIX MCKAOUEeHNIi BbIBPOCOB
success_rate
- no success rate (gaxxe ecin He NPUHYANTENbHbIX)
cluster.<name>.outlier_detection.ejections_enforced_ Counter KoamnyecTBo NpuHyAMTENbHBIX MCKAKOUEHWI
consecutive_gateway_failure
=4 B nocnefoBaTebHbIX OLIMOOK L33
cluster.<name>.outlier_detection.ejections_detected_ Counter KonmuecTso oBbHapy>KeHHbIX NCKAOUEeHNA
consecutive_gateway_failure
£ Y- nocnegoBaTtesibHbIX owunboK Waro3a (paxxe ecnn He
NPUHYANTENbHbIX)
cluster.<name>.outlier_detection.ejections_enforced_ Counter Koanuectso NpuHYAUTENbHbIX UCKHOUEHNI
consecutive_local_origin_failure r
- - - nocnefoBaTebHbIX OLIMOOK JIOKaIbHOrO origin
cluster.<name>.outlier_detection.ejections_detected_ Counter KonmnuecTso oB6HapysKeHHbIX UCKAOYUEeHNA
consecutive_local_origin_failure ..
- - - nocnefoBaTesbHbIX OLIMBOOK NOKasbHOrO origin (gaxe
€C/IV He NPVHYANTENbHbIX)
cluster.<name>.outlier_detection.ejections_enforced_ Counter KoanyecTBo NpuHyANTENbHbIX MCKAKOUEHWI
local_origin_success_rate
BbIBPOCOB MO success rate A8 NOKaNbHO CO3AaHHbIX
owmnbok
cluster.<name>.outlier_detection.ejections_detected_ | Counter | Konnuectso 06Hapy>eHHbIX NCKIHOUEHW BIBPOCOB
local_origin_success_rate
no success rate Ana NOKanbHO CO34aHHbIX OLUIMBOK
(Aaxe ecnn He NPUHYANTENbHbIX)
cluster.<name>.outlier_detection.ejections_enforced_ Counter KonmyecTBo NpuHyANTENbHBIX MCKHOUeHWI
failure_percentage
BbI6POCOB MO NPOLIEHTY oWnbBoK
clL.Jster‘.<name>.outlier‘_detection.ejections_detected_ Counter KonmuecTso o6HapysKeHHbIX CKAOUEH BbIBPOCOB
failure_percentage
Mo NPOoLEeHTy oWNBOK (Aaxe ecan He
NPUHYANTENbHbIX)
cluster.<name>.outlier_detection.ejections_enforced_ Counter KonmyecTBo NpuHyAMTENbHbIX MCKAKOUEHWI

failure_percentage_local_origin

BbIGPOCOB MO MPOLEHTY OLWNOBOK ANS NOKANBHO
CO3JaHHbIX OWN60K
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Mertpuka Onucanne
cluster.<name>.outlier_detection.ejections_detected_ Counter KonmnuecTso o6HapysKeHHbIX NCKAOUeHNA BbIBPOCOB

failure_percentage_local_origin
- - - MO MPOLLEHTY OLUINMBOK ANS NOKANbHO CO3AaHHbIX

oWKnBOK (faxe eciv He NPUHYANTENbHbIX)

7.1.5.7 Mertpuxku circuit breakers

Mertpuku Circuit breakers HaxoasTcsi B IpOCTPaHCTBE
nuMeH cluster.<name>.circuit_breakers.<priority>.*:

Mertpuka ‘ Twvn OnucaHue
cluster.<name>.circuit_breakers.<priority>.cx_open Gauge OTKpbIT AK circuit breaker coearHeHwnii noa ero

NIMMUTOM KOHKYpeHTHOCTM (0) nam HaxoamuTcs Ha
npeaene v 6oblue He gonyckaeT (1)
cluster.<name>.circuit_breakers.<priority>.cx_pool_o Gauge OTKpbIT An circuit breaker nyna coeanHenuii nog ero
pen JNIMMUTOM KOHKYpeHTHOCTM (0) nan HaxoauTcs Ha
npegene v bosblue He gonyckaer (1)
cluster.<name>.circuit_breakers.<priority>.rq_pendin Gauge OTKpBLIT M circuit breaker oxuAaroLLVX 3aMPOCOB Mog,
g_open €ro IMMUTOM KOHKypeHTHOCTM (0) namn HaxoauTca Ha
npegene v bosblie He gonyckaer (1)
cluster.<name>.circuit_breakers.<priority>.rq_open Gauge OTKpbIT M circuit breaker 3anpocos nog ero AMMNTOM
KOHKypeHTHOCTU (0) A HaxoAUTCA Ha npesene
6onblue He gonyckaeT (1)
cluster.<name>.circuit_breakers.<priority>.rqg_retry_ Gauge OTKpbIT A circuit breaker NOBTOPHbIX MOMLITOK MOA

2Re €ro IMMNTOM KOHKYpeHTHOCTM (0) nam HaxoamuTcs Ha
npegene v bosblie He gonyckaer (1)
cluster.<name>.circuit_breakers.<priority>.remaining Gauge KonmuecTBO OCTaBLUNXCA COEANHEHUI 40 AOCTUKEHMS
- circuit breaker ero aMMuTa KOHKYPEHTHOCTH
cluste.:r‘.<name>.cir‘cuit_br‘eaker‘s.<priority>.remaining Gauge KOo/IMYeCTBO OCTaBLUMXCA OXMAAHOLLMX 3aMPOCOB A0
—pending LOCTUXKEHMA circuit breaker ero anmuTa
KOHKYPEHTHOCTU
cluster.<name>.circuit_breakers.<priority>.remaining Gauge KonnuecTBo OCTaBLLMXCA 3aMPOCOB A0 AOCTUXKEHUSA
-4 circuit breaker ero aMMuTa KOHKYPEHTHOCTH
clustgr‘.<name>.circuit_breakers.<priority> .remaining Gauge KoAMuecTso ocTaBLUMXCA MOBTOPHbIX NOMLITOK 40
-retries JOCTUXEHUA circuit breaker ero anmuTa
KOHKYPEHTHOCTU

IIpumeuyanue: MeTpuku ¢ npeguKcoM remaining_ He reHEPUPYIOTCS MO yMOTYaHUI0. UTOObI
OTCJIEKUBATh KOJIMYECTBO OCTABIIUXCS PECYPCOB J0 OTKPBITHUA circuit breaker, ycraHOBUTE
napametp track_remaining B true B koH¢urypamuu circuit breaker.

7.1.5.8 Mertpuku OropKeTa TalkMayTOB

Ecnu BKITIOUEHO OTCIIeKUBAHUE CTATUCTUKU OIOKETa TaliMayTOB, METPUKH J1I00aBIISIOTCS
B cluster.<name>*:

Mertpuka ‘ Tun OnucaHne
cluster.<name>.upstream_rqg_timeout_budget_percent_us Histogram | Kakoii npoueHT robanbHoro TaiimayTa 6bia
— MCNOb30BaH MPU OXMUAAHUWN OTBETA
cluster.<name>.upstream_rq_timeout_budget_per_try_pe Histogram | Kakol npoLeHT TaliMayTa Ha MonbITKy 6bi
rcent_used MCMNOJIb30BaH Npu oXuaaHum oTeeTa

7.1.5.9 Metpuku 6alaHCUPOBITUKA HATPY3KH

Mertpuka ‘ Tvn OnucaHune
cluster.<name>.1lb_recalculate_zone_structures Counter KonmnuecTso pas, korga CTpyKTypbl MapLIPyTU3aLmn ¢
y4yeToM JloKanuTeTa nepecunTbiBaroTCa 414 HbICTPbIX
peLleHnn No BbIbOpy upstream nokanmteTa
cluster.<name>.1b_healthy_panic Counter | ObLee KOAMYECTBO 3aNPOCOB, C6aNaHCMPOBaHHbIX C
6anaHCMPOBLLVKOM Harpy3ku B pexunmMe naHuku
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Mertpuka ‘ Tun Onucanne
cluster.<name>.1b_zone_cluster_too_small Counter | HeT MapLupyTV3aLuu € y4ETOM 30HbI U3-3a MaOro
pasMepa upstream knactepa
cluster.<name>.1b_zone_routing_all_directly Counter | OTnpaBKa BCex 3aNPOCOB HAMPAMYIO B Ty e 30Hy
cluster.<name>.1b_zone_routing_sampled Counter | OTnpaBka HEKOTOPBIX 3aMPOCOB B Ty Xe 30HY
cluster.<name>.lb_zone_routing_cross_zone Counter Pexx/IM MapLLpyTW3aLmMm C YYeTOM 30HbI, HO
NPUXOAUTCA OTMPABAATL MEX/Y 30HaMM
cluster.<name>.1b_local_cluster_not_ok Counter | JlokanbHbli HaBOP XOCTOB He YCTAHOBEH U/IN 3TO
PEXMM NaHWKM 415 NOKaNbHOTO KaacTepa
cluster.<name>.1b_zone_no_capacity_left Counter | ObLee KOANYECTBO pa3, KOrAa 3aKOHUMNAOCh
C/lyYaHbIM BbIGOPOM 30HbI 13-3a OLUINOKM
OKpyrAeHuns
cluster.<name>.original_dst_host_invalid Counter | ObLiee KOANUECTBO HEAOMYCTUMbIX XOCTOB,

nepeaHHbIx 6anaHCcMPOBLLMKY Harpyskm original
destination

7.1.5.10 MeTpHKu MOJAMHOKECTB OaJIaHCHPOBIIIUKA HATPY3KU

Mertpuka \ Tvin Onucanne
cluster.<name>.1b_subsets_active Gauge | KoanuecTso B HacToslee BPeMS AOCTYMHbIX
NOAMHOXeCTB
cluster.<name>.1lb_subsets_created Counter | KoanyectBo co3zaHHbIX MOAMHOXECTB
cluster.<name>.1b_subsets_removed Counter | Konnuectso yaaneHHbIX NOAMHOXECTB 13-3a
OTCYTCTBMA XOCTOB
cluster.<name>.1b_subsets_selected Counter | Konnuectso pas, Koraa st060e NOAMHOXECTBO 6bl10
Bbl6paHO A5 6aNaHCUPOBKM HarpysKku
cluster.<name>.1b_subsets_fallback Counter | Konnuectso pas, korga 6bina Bbi3BaHa NoUTUKA
fallback
cluster.<name>.1b_subsets_fallback_panic Counter | KonnuecTso pas, koraa cpaboTan pexuM naHuku
NOAMHOXECTBa
cluster.<name>.lb_subsets_single_host_per_subset_dup Gauge KonmuecTso ay6anpytowmxcsa (HeMcnonb3yembix)

licate

XOCTOB MPW NCNOJIb30BaHUU single_host_per subset

7.1.5.11 Metpuku ring hash 6anancupoBIIHKa HArpy3KH

Mertpuka ‘ Twvn OnucaHwne
cluster.<name>.ring_hash_lb.size Gauge | Obuiee KOIMYECTBO XeLIEN XOCTOB Ha KOJbLie
cluster.<name>.ring_hash_lb.min_hashes_per_host Gauge MuHMManbHOE KOIMUYECTBO XeLlel AN OJHOro XOCTa
cluster.<name>.ring_hash_lb.max_hashes_per_host Gauge MakcrManbHOe KOAMYECTBO Xelle AN OLHOro XocTa

7.1.5.12 Metpuku Maglev 6amaHCUpPOBIIMKA HATPY3KU

Mertpuka ‘ Twvn OnucaHwne
cluster.<name>.maglev_lb.min_entries_per_host Gauge MUWHUMaNbHOE KOJIMUYECTBO 3anuceit Ana oAHOro XocTa
cluster.<name>.maglev_lb.max_entries_per_host Gauge MakcuManbHoe KOUYeCcTBO 3anuceit Ans oAHOro XocTa

7.1.5.13 MeTpuku pazMepoB 3alpOCOB H OTBETOB

Ecnu oTcnexuBaroTCs CTaTUCTUKU pa3sMeEpoOB 3alTpOCOB U OTBETOB, MCTPUKHU I[O63BJ'I$IIOTC$I

B cluster.<name>*:

Metpuka ‘ Tun OnucaHune
cluster.<name>.upstream_rq_headers_size Histogram | Pa3mep 3arosioBKoB 3anpoca B 6aitax Ha upstream
cluster.<name>.upstream_rqg_headers_count Histogram | KoauyecTBo 3arofioBKOB 3ampoca Ha upstream
cluster.<name>.upstream_rq_body_size Histogram | Pa3mep Tena 3anpoca B 6aiiTax Ha upstream
cluster.<name>.upstream_rs_headers_size Histogram | Pasmep 3aronoBkoB oTeeTa B 6aiiTax Ha upstream
cluster.<name>.upstream_rs_headers_count Histogram | KosnvyectBo 3aronoBKOB OTBETa Ha upstream
cluster.<name>.upstream_rs_body_size Histogram | Pasmep Tena oteeTta B 6aiiTax Ha upstream
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7.1.6 Metpuku TLS/SSL

Mertpuku TLS HaxonsTcs B mpocTpaHcTBe UMeH listener.<address>.ssl.* (ans downstream)
u cluster.<name>.ssl.* (g upstream).

MeTtpuka ‘ Twvn OnucaHue

*.ssl.connection_error Counter O6luee konnyecTso ownbok TLS coeanHeHNs, He BKAKOYas HeyaauHble
NpPOBepKM CepTUPUKATOB

*.ssl.handshake Counter O6luee koamyecTso ycnewHbx TLS handshakes coeannenns

*.ssl.session_reused Counter O6liee KOMYECTBO YcrelHbIX MOBTOPHbIX MCNoAb30BaHWiA TLS ceccum

*.ssl.no_certificate Counter O6liee KOMYECTBO ycrelHbIX TLS coeanHeHnii 6e3 KAMEHTCKOro
ceptndukarta

*.ssl.fail verify no_cert Counter O6uiee konnuectso TLS coeanHeHNi, KOTopble He yAannch 13-3a
OTCYTCTBUSA KJIMEHTCKOTO cepTUduKaTa

*.ssl.fail_verify_error Counter O6liee koAMYecTso TLS coesmHeHUi, KOTopble He yAaauch 13-3a
nposepkn CA

*.ssl.fail verify_san Counter O6uee konmyecTso TLS coeanHeHNi, KOTOPbIE He YAAIUCE 13-3a
nposepkn SAN

*.ssl.fail verify cert_hash Counter O6Luee konmnyecTso TLS coeanHeHNi, KOTOpbIE He yAannch 13-3a
NpoBepKw pinning ceptudukara

*.ssl.ocsp_staple_failed Counter O6Lee konmnyecTso TLS coeanHeHNi, KOTOpbIE He YAaAUCh 13-3a
HecobatogeHns noantnkn OCSP

*.ssl.ocsp_staple_omitted Counter O6luee konmnyecTso TLS coeanHeHNA, KOTopble YCreLHO 3aBepLIMANCh
6e3 stapling OCSP oTBeTa

*.ssl.ocsp_staple_responses Counter O6uee konnyecTeo TLS coeanHeHnii, rae 6bia gocTyneH
aevcteutensHblin OCSP oTBeT (HE3aBUCMMO OT TOTO, 3aMPOCUI IV KINEHT
stapling)

*.ssl.ocsp_staple_requests Counter O6uiee konmnyecTso TLS coeanHeHnit, rae kaveHT 3anpocun OCSP staple

*.ssl.ciphers.<cipher> Counter O6Lee KOMYECTBO ycrewHbIx TLS coeanHeHnii, koTopble
ncnoab3oBaav WwWnedp

*.ssl.curves.<curve> Counter O6Lee KOMYECTBO ycrewHbIx TLS coeanHeHnit, koTopble
ncnonbszobanv ECDHE kpuByto

*.ssl.sigalgs.<sigalg> Counter O6Liee KOMYECTBO ycnewHbIX TLS coeanHeHNii, koTopble
MCNONb30BaNN aNrOPUTM MOATNCH

*.ssl.versions.<version> Counter O6liee KOMYECTBO ycnewHbIX TLS coeanHeHNii, koTopble
1CMO/Ib30Ba/M BEPCUIO MPOTOKO/1a

*.ssl.was_key_usage_invalid Counter O6Liee KOMYECTBO ycnewHbIX TLS coeanHeHnii, koTopble
“cnonb3oBaaM Hegonyctumoe paclunpeHrie keyUsage

7.1.6.1 Mertpuku cepTuuKaToB

Metpuku cepTU(PHUKATOB HAXOJATCS B IPOCTPAHCTBE UMEH *.ssl.certificate.<cert_name>.*:

Metpuka OnucaHue
*.ssl.certificate.<cert_name>.expiration_unix_time_seconds Gauge Konnuectso cekyHa c anoxu UNIX aatbl

ncreveHma CepTI/Iq)M KaTta

7.1.7 Merpuxu TCP

Metpuxu TCP nocTynHbl Ipy KCNOIb30BaHUK TpaHcnopTHOro cokera TCP stats u Haxondrcs B
pOCTpaHCTBE UMeH listener.<address>.tcp_stats.* (mis downstream)
u cluster.<name>.tcp_stats.* (ans upstream).

IIpumeuanue: DTH METPUKHU TIPEIOCTABISIOTCS ONEPAIMOHHON crucTeMoi. M3-3a pa3nuumii B
JOCTYITHBIX METPUKAX OMEPAMOHHON CUCTEMBI M METOI0JIOTHH U3MEPEHUN 3HAUCHUSI MOTYT OBbITh HE
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COTJIaCOBAaHbI MCKAY pa3JIMUHBIMU ONICPAMOHHBIMU CUCTEMAaMU UJIN BCPCHUAMU 0I[HOI>1 M TOH Ke
ONEPAllMOHHOW CHCTEMBI.

Metpuka Tun OnucaHue

*.tcp_stats.cx_tx_segments Counter Ob6Lee KoMyecTBo nepegaHHbix TCP cermeHTOB

*.tcp_stats.cx_rx_segments Counter ObLee KOMYeCTBO NoNy4YeHHbIX TCP cermeHTOB

*.tcp_stats.cx_tx_data_segments Counter ObLee KonnUecTBo nepedaHHbix TCP cerMeHTOB ¢
HeHY/J1eBON A/IMHON AaHHbIX

*.tcp_stats.cx_rx_data_segments Counter ObLuee KoNMUeCTBO NonyyeHHbIX TCP cerMeHToB ¢
HeHy/J1eBON AJIMHON AaHHbIX

*.tcp_stats.cx_tx_retransmitted_segments Counter ObLyee KoMUYeCTBO NOBTOPHO nepeaaHHbIx TCP
CErMeHTOB

*.tcp_stats.cx_rx_bytes_received Counter O6Luee KOMYECTBO MONYUYEHHbIX BaNT NONE3HON
Harpysku, Ans KoTopbIx 66111 oTnpaBaeHsl TCP
MOATBEPXAEHUS

*.tcp_stats.cx_tx_bytes_sent Counter ObLee KOMYECTBO NepesaHHbIX 6GalT NosesHown
Harpysku (BkaroYas NOBTOPHO nepefaHHble 6aliTbl)

*.tcp_stats.cx_tx_unsent_bytes Gauge BaliTbl, koTopble FIxGate DataPlane otnpaswa B
OrMepaLyOHHY CUCTEMY, HO KOTOPbIE elle He Bblin
OTMNpaBJ/iEHbI

*.tcp_stats.cx_tx_unacked_segments Gauge CerMeHTbl, KOTOpble BbIAM MepeaaHsbl, HO ele He
NOATBEPXAEHbI

*.tcp_stats.cx_tx_percent_retransmitted_segments Histogram | TpOLEHT CErMeHTOB Ha COEAMHEHUN, KOTOPbIE Bblau
MOBTOPHO MNepeaaHbl

*.tcp_stats.cx_rtt_us Histogram | CrnaxkeHHas oLeHKa BPEMEHW KPYroBOro nyTtv B
MWUKPOCEKYHAAX

*.tcp_stats.cx_rtt_variance_us Histogram | OueHka Avcnepcum B MUKPOCEKYHAAX BPEMEHN
KpyroBoro nyTu. bonee BbicOkMe 3HaYeHNs yKa3blBatOT
Ha 60/1bLLYH M3MEHYMBOCTb

7.1.8 Metpuxu QUIC

Metpuxu QUIC noctynusl mpu ucnonb3oBanuu QUIC stats debug visitor u HaxoaaTCs B
MPOCTPAHCTBE UMEH listener.<address>.quic_stats.*:

Metpuka Tun OnucaHue
listener.<address>.quic_stats.cx_tx_packets_total Counter O6bLee KOMYECTBO NepeaaHHbIX NakeTos
listener.<address>.quic_stats.cx_tx_packets_retransmi Counter ObLee KOMYECTBO MOBTOPHO NepeaaHHbIX
tted_total TR
listener.<address>.quic_stats.cx_tx_amplification_thr Counter O6bLLee KOMUYECTBO NaKeToB, OFPaHUYEHHbIX BO
ottling total Bpems otBeTa handshake cepeepa. YacTo yka3sbiBaeT

Ha TO, UTO Lenouka TLS cepTndunkaTos CAULLKOM

ANVHHaA Ana nepejaymn 6e3 AOMNONHUTENBbHOIO

CEeTeBOro KpyroBoro nytm
listener.<address>.quic_stats.cx_rx_packets_total Counter ObLiiee KOMYECTBO NMONYUYEHHbIX MAKETOB
listener.<address>.quic_stats.cx_path_degrading_total Counter Konnuectso pas, koraa 66110 06HapyeHo

yXyALleHne CETEBOro nyTn
listener.<address>.quic_stats.cx_forward_progress_aft Counter KonmuecTso pas, Koraa 6bia 4OCTUIHYT Nporpecc
er_path_degrading_total NOC/e YXYALISHUS NyTH
listener.<address>.quic_stats.cx_rtt_us Histogram | CrnaxeHHas OLeHKa BPEMEHW KPYroBOro nyTu B

MUKPOCEKYHAaX
listener.<address>.quic_stats.cx_tx_estimated_bandwid Histogram | OueHka NpOMyCcKHOWM CMOCOBHOCTM CoeaVHEHUs B
th 6anTax B CEKYHAY
listener.<address>.quic_stats.cx_tx_percent_retransmi Histogram | MpoueHT NakeToB Ha coeavHeHNM, KOTopble bblan
tted_packets NOBTOPHO MNepejaHbl
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MeTtpuka Tun OnucaHue
listener.<address>.quic_stats.cx_tx_mtu Histogram | MakcumManbHbIi pasmep nakera, KoTopbiii byaet
OTMpaB/eH ANA COEAUHEHWS
listener.<address>.quic_stats.cx_rx_mtu Histogram | Pa3mep camoro 60/1bI0ro naketa, NoAy4YeHHOro OT
nvpa

7.1.9 MeTpuKku MeHeIKepa caymaresiei

MeTtpuku MeHepKepa ciylaTesield HaXOsITCs B IPOCTPaHCTBE UMEH listener_manager. *:

Metpuka ‘

listener_manager.listener_added

Counter

Twvn \ Onwucanne

ObLee konmyecTBo fob6aBAEHHbIX CryLlaTenein (nMnmbo
yepes cTaTnyeckyro KoHduUrypaumto, inmbo vepes LDS)

listener_manager.listener_modified Counter | Oblyee KOAMYECTBO M3MEHEHHbIX ClylIaTenei (Yepe3
LDS)

listener_manager.listener_removed Counter | Obliee kOAMYECTBO yaaneHHbIX Cyluateneit (Yepes LDS)

listener_manager.listener_stopped Counter | O6lilee KOMYECTBO OCTAHOBAEHHBIX CyLLaTenei

listener_manager.listener_create_success Counter | ObLyee KOMYECTBO YCMeWHbIX 406aBAeHNI 06bEKTOB
caylwaTenein K paboymmM NoTokam

listener_manager.listener_create_failure Counter | Oblee KOMYECTBO HeyaauHbIX A06aBAeHN 06HEKTOB
cylwaTenein K paboymmM NoTokam

listener_manager.listener_in_place_updated Counter | Oblee kOAMUYECTBO O6LEKTOB CAyLLATENEN, CO3AaHHBIX
AN BbINONHEHUA NYTN OBGHOBAEHWA LeNoYKu GUALTPOB

listener_manager.total filter_chains_draining Gauge | KonuuecTso B HacToswiee Bpems draining Lemnouek
duabTpoB

listener_manager.total_listeners_warming Gauge KonmnuecTso B HacTosLLee BpeMs NporpeBaroLLmxcs
caylwatenen

listener_manager.total listeners_active Gauge | Konuyectso B HacTosllee Bpems akKTWBHBIX CyllaTenei

listener_manager.total_listeners_draining Gauge | Konuuectso B HacTosllee Bpems draining cayuiateneii

listener_manager.workers_started Gauge Byneso 3HaueHve (1, ecan 3anyuieHo, n 0 B MPOTUBHOM

C/yyae), KOTOPOE YKasbIBaET, ObIIN I CyLaTesnn

WHNLWaNN3NPOBaHbI Ha pa60t-||/|x NMOTOKax

7.1.10 MeTpukH MeHeIKepa KJIacTepoB

Metpuku MeHeKepa KIacTepOB HaxXOISITCS B IPOCTPAHCTBE UMEH cluster_manager. *:

Metpuka Tvin ‘ OnucaHne

cluster_manager.cluster_added Counter | O6lee KOANUECTBO A06aBAEHHBIX KNacTepoB (1M6o
yepes cTaTyeckyro KoHdurypaumo, 1mbo yepes CDS)

cluster_manager.cluster_modified Counter | Obliee KOAMYECTBO U3MEHEHHbIX KnacTepos (Yepes CDS)

cluster_manager.cluster_removed Counter ObLee KONMYECTBO yAaNeHHbIX KnacTepos (dYepes CDS)

cluster_manager.cluster_updated Counter | Obujee KOIMUECTBO OBHOBAEHUI KNACTEPOB

cluster_manager.cluster_updated_via_merge Counter O6luee KoNMUeCTBO 0BHOBAEHWII KNacTepoB,
NPUMEHEHHbIX KaK 06beiMHeHHble 06HOB/IEHMA

cluster_manager.update_merge_cancelled Counter | ObLLee KONMYECTBO O6bEANHEHHBIX OBHOBAEHUIA,
KOTOpble 6blIN OTMEHEHbI 1 fOCTaBaeHbl JOCPOYHO

cluster_manager.update_out_of_merge_window Counter | O6Liee KONMUECTBO OBHOBAEHUI, KOTOPbIE MPUBLLIN BHE
OKHa 06beHeHns

cluster_manager.active_clusters Gauge KonnyectBo B HacTosLLee BPeMA aKTUBHbIX (MPOrpeTbiX)
KaacTepos

cluster_manager.warming_clusters Gauge KonnyectBo B HacToALee BpeMa Nporpesatowmxca (He

AKTUBHbIX) KiiacTtepoB
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7.1.10.1 Metpuku 1o pabo4uM NOTOKaM

MeTtpuku 110 pabo4rM MOTOKAM HaXOIATCS B IPOCTPAHCTBE
uMeH thread_local_cluster_manager.<worker_id>.*:

Metpuka OnucaHue
thread_local_cluster_manager.<worker_id>.clusters Gauge KonnuecTBo KnacTepos, KoTopble pabounii noTok

_inflated
MHUUManm3mpoBan. [pn ncnosb3oBaHMM OTIOXKEHHOTO

CO3JaHns KNacTepoB 3TO UNCNO AOKHO BbITb <=
(cluster_added - clusters_removed)

7.1.11 Ucnoab30BaHHEe METPHUK
7.1.11.1 Jloctym k meTpukam yepe3 Prometheus

MeTtpuku H0CTYIHBI yepe3 aaMuHUCTpaTHBHBIN nHTep(eiic FlxGate DataPlane:

# NMony4nTb BCe MeTpuku B ¢opmaTe Prometheus
curl http://localhost:9901/stats/prometheus

# Mony4YnTb TONBKO MCMOJb3YyeMble MeTPUKU
curl http://localhost:9901/stats/prometheus?usedonly

# NMonyunTb mMeTpuknm ¢ text_readouts
curl http://localhost:9901/stats/prometheus?text_readouts

# Mony4nTb rucTtorpammel B popmaTe summary
curl http://localhost:9901/stats/prometheus?histogram_buckets=summary

7.1.11.2 Kondurypauus Prometheus

[Tpumep koHurypauuu Prometheus mis c6opa merpuk FlxGate DataPlane:

scrape_configs:

- job_name: 'flxgate-dp'
metrics_path: /stats/prometheus
static_configs:

- targets: ['localhost:9901"]

7.1.11.3 UnTerpanus ¢ Zabbix

7.1.11.3.1 Hcmons3oBanue Zabbix mis moHutopunra Prometheus

Ecnu y Bac yxxe Hactpoen Prometheus, MoxxHO ncnons30BaTh Zabbix Jyisi MOHUTOPUHTA CAMOTO
Prometheus:

1. HacrtpoiiTe coop MmeTpuk u3 Prometheus uepez HTTP Agent B Zabbix
2. Hcnoan3yiiTe PromQL 3anpocs! uepe3 API Prometheus

3. Co3paiiTe madJI0H 115 aBTOMATUYECKOT0 OOHAPYKEHUS METPUK

7.1.11.3.2 TIlpumeps! xiroueii s Zabbix

[Tocne HacTpOHKU MOKHO MCIIOJIB30BaTh CIEAYIOIINE KITHOYH:

# Mony4nTb KOHKpPETHYH MeTpUKY
flxgate.metrics[flxgate_server_uptime]

# MNony4nTb BCe MeTpPUKHU
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flxgate.metrics.all

# lpumepbl BaXHbIX MEeTPUK ANA MOHUTOPUHraA
flxgate.metrics[flxgate_server_live]
flxgate.metrics[flxgate_listener_downstream_cx_active]
flxgate.metrics[flxgate_http_downstream_rq_total]
flxgate.metrics[flxgate_http_downstream_rq_5xx]

7.1.11.3.3 Cosznanue mabiaona Zabbix

Pexomenmyercst co3nath mabsioH Zabbix ¢ nmpeaycTaHOBJICHHBIMU JIEMEHTAMU JAHHBIX IS
KIIFOUEBBIX METPHK:

Ba:xHble METPUKH 1JII MOHUTOPHHIA:

flxgate_server_uptime - Bpems paboTHI cepBepa

flxgate_server_live - craryc cepsepa (1 = aktuBen, 0 = draining)
flxgate_listener_downstream_cx_active - akTUBHBIC COCTMHCHUS
flxgate http_downstream_rqg_total - obmiee KOJTUYECTBO 3aIIPOCOB
flxgate http downstream rg_5xx - KOJIMYECTBO OMHOOK SXX
flxgate_cluster_upstream_cx_active - akTuBHBIE UPStream coeTMHEHUS

Tpurrepsl 1Jis1 ONOBeIEHMI:

© o N o g bk w N e

CepBsep HenocTyIeH (server.live = 0)
10. Beicokuii mpoueHT OmmooK SXX
11. TlpeBbilieHNE TUMHUTA COCTUHEHHMA

12. OTcyTcTBHE aKTHBHBIX Upstream COeIUHEHHH
7.1.11.3.4 Hacrpoiika uepe3 Zabbix API

[Tpumep co3nanus 31aeMeHTa JaHHbIX yepe3 Zabbix API:

curl -X POST -H 'Content-Type: application/json' \

-d '{
"jsonrpc": "2.0",
"method": "item.create",
"params": {
"name": "FlxGate Server Uptime",
"key": "flxgate.metrics[flxgate_server_uptime]",
"hostid": "10084",
"type": 0,
"value_type": 3,
"units": "s",
"delay": "3@s"
¥
"auth": "YOUR_AUTH_TOKEN",
"id": 1
A

http://zabbix-server/api_jsonrpc.php

7.1.11.4 Unterpauus ¢ Grafana

Hwxe onmncansl maru no Hactpoiike Grafana nist Monutopunra metpuk FlxGate DataPlane.
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7.1.11.4.1 JloGaBieHne UCTOYHMKA TaHHBIX Prometheus

Boiinute B Grafana u nepeiinure 8 Configuration — Data Sources
Haxmure ""Add data source™ u Beibepure Prometheus
Hacrpoiite nmoakiaoyenue:

URL: http://prometheus-server:9090 (aapec Bamero Prometheus cepsepa)

a c w D oE

Access: Server (default) nnmu Browser (eciim Grafana MoxeT HanpsiMyro o0pamarbes K
Prometheus)

HTTP Method: GET
Scrape interval: 15s (pexomenyercs)

1S

8. Haxxmmure "Save & Test" mis mpoBepKu MOIKITFOUCHHS

7.1.11.4.2 Co3znanue gambopaa
ITpumep 1: O630p ceprepa
CoznaiiTe maHemnb 17151 MOHUTOPUHIAa OCHOBHBIX METPUK CEpBepa:
IManeas "Uptime™: - Query: flxgate_server_uptime - Visualization: Stat - Unit: seconds (s)

IManean ""Server Status': - Query: flxgate_server_live - Visualization: Stat - Thresholds: -
Green: 1 - Red: 0

IManean ""Memory Usage': - Query: flxgate_server_memory allocated - Visualization: Graph
- Unit: bytes (B)

[Tpumep 2: Mounurtopunr HT TP 3ampocos

IManens ""Request
Rate™: - Query: rate(flxgate_http_downstream_rq_total[5m]) - Visualization: Graph - Unit:
regps (requests/sec)

IManens "HTTP Status Codes™: - Query:

sum(rate(flxgate_http_downstream_rqg_2xx[5m])) by (instance)
sum(rate(flxgate_http_downstream_rqg_4xx[5m])) by (instance)
sum(rate(flxgate_http_downstream_rqg_5xx[5m])) by (instance)

- Visualization: Time series - Legend: {{status_code}}

IManens "Error Rate': - Query:

sum(rate(flxgate_http_downstream_rq_5xx[5m])) /
sum(rate(flxgate_http_downstream_rq_total[5m])) * 100

- Visualization: Graph - Unit: percent (%)
IManeas ""Response Time (p99)™: - Query:

histogram_quantile(0.99, rate(flxgate_http_downstream_rq_time_bucket[5m]))
- Visualization: Graph - Unit: milliseconds (ms)
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[Tpumep 3: MOHUTOPHHT COCTUHEHUI

Haneas "Active
Connections': - Query: flxgate_listener_downstream_cx_active - Visualization: Graph
- Unit: short

IManean ""Connection
Rate™: - Query: rate(flxgate_listener_downstream_cx_total[5m]) - Visualization: Graph
- Unit: connps (connections/sec)

IManeas ""Rejected
Connections': - Query: rate(flxgate_listener_downstream_cx_overflow[5m]) - Visualizatio
n: Graph - Unit: connps

[Tpumep 4: MOHUTOPHHT KJIacTEPOB
IManean ""Upstream Active

Connections': - Query: flxgate cluster_upstream_cx_active - Visualization: Graph - Unit:
short

Ianeas ""Upstream Request
Rate™: - Query: rate(flxgate_cluster_upstream_rq_total[5m]) - Visualization: Graph - Unit:

regps
Ianeas ""Upstream Error Rate™: - Query:

sum(rate(flxgate_cluster_upstream_rq_5xx[5m])) /
sum(rate(flxgate cluster upstream rq_total[5m])) * 100

- Visualization: Graph - Unit: percent (%)

7.1.11.4.3 Co3znaHue ajaepToB

Grafana no3BoJsieT co3aBaTh aJIepThl HA OCHOBE METPHK:

1. Ilepeiinute B maHeJ b ¥ HAXMHUTE Ha UKOHKY pEIaKTUPOBAHUS
2. Orkpoiite Bkaaaky "Alert"

3. HacTtpoiite npaBuJjio ajepra:
IMpumep anepra: Boicokuii npouent ommodok - Condition: WHEN avg() OF query(A, 5m, now)
IS ABOVE 5 - Query A: sum(rate(flxgate_http_downstream_rq_5xx[5m])) /
sum(rate(flxgate_http_downstream_rq_total[5m])) * 100 - Message: Error rate is above
5%

ITpumep anepra: CepBep Hegoctynen - Condition: WHEN last() OF query(A, 1m, now) IS
BELOW 1 - Query A: flxgate_server_live - Message: F1xGate server is in draining state

7.1.11.4.4 Tlone3Hble IEPEMECHHBIC IS TalIOOPI0B

Coznaiite nmepeMeHHbIE 7151 yTI0OHON QUIbTpalvu:

1. Tepeiinute B Dashboard Settings — Variables

2. Jlo6aBbTe mepeMeHHbIE:

IIpumep nepemenHoii 'instance’: - Name: instance - Type: Query
- Query: label values(flxgate_server_uptime, instance) - Multi-value: Enable
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Ipumep nepemennoii 'listener™: - Name: listener - Type: Query
- Query: label values(flxgate_listener_downstream_cx_active, listener) - Multi-value:
Enable

3areM UCHOJNB3YITE epeMEHHbIE B 3allpocax:

flxgate_listener_downstream_cx_active{listener="¢$listener"}

7.1.11.5 TIpumepsr PromQL 3anpocos

# Rate ownbok coeguHeHwum
rate(flxgate_listener_downstream_cx_overflow[5m])

# YcnewHocTb 3anpocoB
rate(flxgate_http_downstream_rq_2xx[5m]) / rate(flxgate_http_downstream_rq_total[5m])

# Bpema otBeTa (p99)
histogram_quantile(0.99, rate(flxgate_ http_downstream_rq_time_bucket[5m]))

# AKTUBHblIE COeOUHEHUs
flxgate_listener_downstream_cx_active

# MpoueHT owunbok upstream
rate(flxgate_cluster_upstream_rq_5xx[5m]) / rate(flxgate_cluster_upstream_rq_total[5m]) *
100

7.1.12 IlpumevyaHusi

Tunbl MEeTPHUK:
Counter: CueTunk, KOTOPBIA TOIBKO YBEITUIUBACTCS
Gauge: 3HaueHue, KOTOpOe MOXKET YBEIMUUBATHCS U YMEHBILATHCS

Histogram: Pacnipenienenre 3HaueHH# ¢ TPOIEHTHIIAMHU

o > w D e

IIpocTpancTBa MMeH: MeTpUKU OpraHU30BaHBI 110 IPOCTPAHCTBAM MMEH,
rae <stat_prefix>, <address>, <name> u Apyrue 3aMeHSIOTCS Ha peaJIbHbIC 3HAYCHMUS
U3 KOH(UTYypaluH.

6. Junamuyeckue merpuxku: Hexkotopsie Mmetpuku (Harpumep, HTTP koxab! oTBera)
CO3/AI0TCS TMHAMUYECKH Ha OCHOBE (PaKTUYECKUX 3HAUEHUH B 3aIIpOcax/0TBETax.

7. Teru: B Prometheus meTpuku moryt umets Teru (labels), koTopbie 100aBIAIOTCS
aBTOMAaTHYECKU Ha ocHOBe KoH(urypanuu Flxgate Data Plane.

7.1.13 JlomoiHHUTEJBHBIE pecypchl

e Prometheus moxymenranus https://prometheus.io/docs/
e PromQL 3ampocs! https://prometheus.io/docs/prometheus/latest/querying/basics/
e Grafana noxymenrarus https://grafana.com/docs/
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e Zabbix moxymenTanus https://www.zabbix.com/documentation
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8 TepmuHbI, COKpalleHUs W ONpeaeIeHUus

TepmuH Onpepenenune

API Application Programming Interface. MporpamMmmHbI/ MHTEpdeic

CA Certification Authority. LleHTp cepTudukaumnm, ya0CTOBEPAOLMNI LEHTP

CLI Command Line Interface. inTepdelic komaHAHOW CTPOKM

CRL Certificate Revocation List. Cnucok oT3biBa cepTudumkaTos

DHCP Dynamic Host Configuration Protocol. lNpoTtokon agnHammnyeckoro
KOHPUIyprpOBaHNA Y3108

DNS Domain Name System. Cuctema A4OMEHHbIX UMEH

fIxGATE Mnatdopma ynpasneHusa ceteBbiM TpadhrKom

HA High Availability. Beicokaa goctynHocTb

HTTP HyperText Transfer Protocol. lNpoTtokon nepesaun runeprekcra

ICMP Internet Control Message Protocol. [TpoTokon mexceTeBbIX yNpaBAsoLwmx
coobueHni. MNMepeaaet coobuieHns 06 owmbkax 1 Apyrmx NCKNHOUUTENbHbIX
CUTyaumaX, KOTOPble BO3HUKAIOT MpU nepesave AaHHbIX

ID NaeHTndukatop

IP VHTepHeT-npoTokon

IPMI Intelligent Platform Management Interface. IHTennekTyanbHbIn nHTEPdENC
ynpae/ieHusa naatpopmon

ISO-o06pa3 ApPX1BHBIN dalin, KOTOPbIA COAEPXKUT NAEHTUUHYHO KOMUIO (06pa3) AaHHbIX

JSON JavaScript Object Notation. TekcToBbI dopmaT 0bMeHa AaHHbIMY,
OCHOBaHHbIV Ha JavaScript

LDAP Lightweight Directory Access Protocol. MpoTtokon 6bicTporo goctyna
K KaTanoram

LLDP Link Layer Discovery Protocol. NpoTokon kaHanbHOro YpOBHS, KOTOPbIN
No3BO/AET CeTEBbIM YCTPOMCTBAM aHOHCUPOBATL B CETb MHPOPMaLMto o cebe
N O CBOMX BO3MOXHOCTSAX, a Takxxe cobupaTtb MHPOpPMaLNIO O COCeAHNX
yCTpOWCTBax

MAC-agpec Media Access Control Address. YHukanbHbI ngeHtudunkartop. NMpucesaveaetca
KaXAomy ceTeBOMYy 060pyA0BaHMIO

MTU Maximum Transmission Unit. MakcumManbHaa eanHuua nepegaun

NFS Network File System. CeteBaa ¢annosasa cucrema

NIC Network Interface Card. CeteBasi MHTepdeiicHas kapTa

OpenLDAP OpenLDAP. MpoTtokon obaeryeHHOro AocTyna K KaTasoram ¢ OTKPbITbIM
NCXOAHBIM KOZOM
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QoS Quality of Service. Habop TexHOAOrMYECKNX PeLUEHNA AN ONTUMU3ALNN
ceTeBOro Tpaduka c NOMOLLbIO Ha3HaYaeMbIX MPUOPUTETOB Nepesaun
nHdopmauymm

RBAC Role-Based Access Control. YnpaBaeHue 40CTynoM Ha OCHOBE poei

REST API Cnocob goctyna K Beb-cepBurcam 6e3 kakon-anmb6o obpaboTkum

SCTP Stream Control Transmission Protocol. MpoTokon TpaHCNOPTHOrO YPOBHSA
B KOMTMbIOTEPHbIX CETAX

SDN Software-Defined Networking. MporpammHo-onpesensemblie cetu

SFTP Secure File Transfer Protocol. Mpotokon 6e3onacHon nepegaun pannos
yepes ceTb

SR-I0OV Single Root Input/Output Virtualization. Buptyannsauuns BBoga-BbiBoga.
MpumeHseTca Ans BUPTyanm3aumm pecypcoB BBOAa-BbiBOAA 418 OTAENbHbIX
CepBepoB

SSH Secure Shell. besonacHas o6o104Kka — CeTeBOM MPOTOKO MPUKNAZHOTO

ypoBHS. lN03BoNIAET yAaneHHO YNpaBasTh ONepaLyoHHON CUCTEMOM U
TyHHeanpoBsaTtb TCP-coeanHeHns

SSL Secure Sockets Layer. NpoTokon 6e30nacHOCTH, KOTOPbIN co3zaeT
3aWwmndpoBaHHOe coeanHeHre Mmexay Beb-cepeepoM 1 Beb-bpay3epom

TCP Transmission Control Protocol. [MpoTokon ynpaBneHns nepesayen faHHbIX

TLS Transport Layer Security. Kpuntorpadunuecknin npotokon obecneyeHus
6e30nacHoOM nepeaaun AaHHbIX

ubDP User Datagram Protocol. CeTeBO NPOTOKO/ TPAHCMOPTHOMO YPOBHS.
Ncnonb3yert IP ana nepesayum gaHHbIX OT O4HOrO YCTPOWCTBA K APYromy.
JaHHble (aaTarpammel), koTopble BHocATcA B nakeT UDP, BkatoyaroT NopThl
Ha3Hay4eHus, NCTOYHUK, KOHTPObHYIO CyMMY W ANVHY MakeTa

URI Uniform Resource Identifier. YHuduumnpoBaHHbI naeHTMduUKkaTop pecypca

uuliD YHMBEpCanbHO YHUKaNbHbIA UAEHTUDUKATOP.
128-6uTHas meTka, cnonb3yemas ana naeHtndrkaunm nibopmaumnm

vCPU Virtual Central Processing Unit. BupTyannsmpoBaHHbI BapmaHT dr3nyeckoro
CPU — ueHTpanbHble 610KM yNpaBAeHUs B BUPTyanbHbIX MaLLUMHaX U
obnauHbIxX cpepax

VF Virtual Function. BuptyanbHas ¢yHkuna

VIP Virtual IP address. BupTyanbHbii IP-agpec — KOMNOHEHT CeTEBOW U
NHTEPHET-NHOPACTPYKTYpPbl, KOTOPbIN obecneunBaeT banaHCUPOBKY
HarpysKkw, BbICOKYHO AOCTYMHOCTb 1 3PpPeKTUBHOE pacnpeseneHne pecypcos
B BbIUMC/IUTEIbHOW Cpese. ITO YHUKabHas YMCioBas MeTKa, MPMCBOEHHas
BMPTYaNbHOW MaLUnHe uamn cnyxbe, a He PU3nMyYecKomy yCTPOMUCTBY

VLAN Virtual Local Area Network. BupTtyanbHas nokanbHas ceTb

VNC Virtual Network Computing. MeTog yaaneHHoro goctyna k pabouemy crony
KOMIMbIOTEpPa MO ceTu
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TepmuH OnpepaeneHue

vNIC Virtual Network Interface Card. BupTtyanbHbili ceTeBon nHTepdelic,
OCHOBaHHbIV Ha GM3NYECKNX CeTEBLIX KapTax y3a

VolP Voice over Internet Protocol. TexHonorus nepegayun rooCcoBbIX COOHOLLEHNI
B IOKaNbHbIX CETAX Uan B ceTn VIHTepHeT ¢ ncnonb3osaHmem nportokona IP

VRRP Virtual Router Redundancy Protocol. CeTteBon npotokon, npesHa3HayeHHbIN
ANA YBENNUYEHMA AOCTYMHOCTM MapLLpPYTU3aTOPOB, KOTOPbIE BbIMOJHAKOT POJb
LUKO3a MO YMOAYAHWUIO

VXLAN Virtual Extensible LAN. TexHon0Orvs ceTeBON BUPTyanm3aLum Aasa peLleHuns
npo6semM MacwTabrupyemMocTy B 60bLINX CMCTEMAX OBNaUHBIX BbIYNCIEHWUIA

YAML Yet Another Markup Language. ®opmat cepmnanmzaumm aHHbIX.
Ncnonb3yeTcs npu ynpaBaeHUn KOHOUrypaLmen, a TakxKe A/ XpaHeHWs
AaHHBIX B CTPYKTYpUpOBaHHOM dopmaTe

o3y OnepatnBHaa namaATb

ocC OnepaumoHHasa cuctema

rno MNporpammHoe obecneyeHme
Ly LleHTpanbHbIV npoLeccop
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